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THE CATEGORY ASPECT OF PROJECTIVE SPACE

Anders Kock .

Let 1Ip(V) denote the set of 1-dimensional linear subspaces
of the vector space V -(over a fixed field k). If A and B
are different elements in IP(V), then a bijective linear map
from A to B may be identified with a third element CE€ P (V),
since Ssuch a bijective linear map is "projection from A to B

in a unique direction C(C":

L,

Conversely, a C coplanar® with, but different from A and B,
determines a bijective linear map from A +to B in this way. (It

- can be described as a composite of two Noether isomorphisms:

A =R/phc = BHC/ = B+C/ . = IB/Bn»c = B.)

This fact makes tixe full subcategory of Vect(k) ( =‘the cate-
gory of vector spaces over k, and biject;i.ve linear maps) deter-
mined by the 1-dimensional subspaces of V into a category richer
in structure than the equivalent categoryvof all 1-dimensional vec-

torspaces over k. Let us call this category (V).

¥ By C coplanar with A and B, we mean CchA+B. Thinking of A, B, and
€ aspointsvmﬂaerﬂmnas.ljnes,ﬂaenamlwgrdvmldbeqolmear.




In this note, we explore this structure, and show how
some geometric properties or structures of (V) may be ex—
pressed in terms of the category (or groupoid) structure. In
particuiar, ncross-ratio" appears as a special case of compo-
sition. Désargues' theorem appears as the statement that com-
position is associative.

The above fact about bijective linear maps A > B (for
A+B) being determined by directions C gives rise to the
following description of T (V): the set of objects of V)

is P(V); for A+B any two different objects,

hom(A,B) P (A+B) \ {A,B};

i

also

I

hom(a,3) kN {0}.

(This is a category with non-disjoint hom sets; see [2], I:8z:)
By identifying a C € P (A+B) \ {A,B} with a bijective lin-

ear map A +~ B, as above, and identifying a scalar tek\ {0}

with the bijectivé linear map A - A corsisting in multiplica-

ﬁion by t, we get the compositions in the category B (V)

by transfer from composition of bijective linear maps,via the

identification. Some properties of P (V) are then immediate:

(1) any composite of form

c €
A > >

B A

equals 1 €hom(a,Rn) = k\ {0}. (A, B and C assumed mutually

different, but coplanar.)
(2) aﬁy cémposite of form
A—CrBI—-}C]-B»A
equals -1 € hom(A,R) (A, B and C assumed mutually differ-

ent but coplanar). To see this, consider the figure
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where a is an arbitrary non-zero point on A, Then we let
b€EB be determined by [ab] being parallel to C; we let cecC
be determined by [be] being parallel ro a; nd let a' €C be
determined by [ca being parallel to B. Then oOabc is a par-
allellogram, and Obca' is a parallellogram, hence

-

0d = cb = a%0 ’

whence a' = -3,

(3) Let A, B, C, D be different, but coplanar. The composite

C D
(*) A - B 3 a

equals the Cross-ratio (C,D;A,B). To see this, consider the fi-

gure
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Let a €A Dbe different from 0. Let bE€B be determined by

[ab] being parallel to C and let ¢ € C and a' €A be de-
S

termined by [bec] and [ba'] being parallel to D.

ca’'
cb’
[ca'l 1is parallel to D. Since [ab] is parallel to C,

The cross-ratio (C,D;A,B) is then given by because

we get by similar triangles that

Oa' _ ca'

“oa 5 = (C,D;A,B) .

On the other hand, ©Oa': 0Oa is the scalar corresponding to
that linear map which sends .a to a', which is what the com-
posite * does by construction of the figure.

In both (1), (2), and (3) above, we have been considering
sets of coplanar lines, which‘means that we have been consider-
ing the category structure of projective lines (V) with V
2-dimensional. For a V of arbitrary dimension, the construc-
tion of a composite
** aie Sc
with A, B and C not coplanar can be carried out entirely in
terms of the combinatorial structure (incidence relations) on
P (V), without reference to V itself. For, if A, B and C
are not coplanar, and the composite ** makes sense, then F
is a 1-dimensicnal coplanar with A and B, and G a 1-dimen-

sional subspace coplanar with B and C; consider

F
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where a€na ils non-zero and where b€B and c€C are construc-
ted such that [ab] is parallel to P, [bec] parallel to G.
Then clearly [ac] is parallel to the plane F+G. But also, [ac]
is parallel to the plane A+C, so that the direction of [ac]
(which equals the composite **) is given as the unique line of in-
tersection of F+G with A+C.

Now A, B, C, F, G, and H all lie in a certain 3-dimension-
al subspace W of V. We get a plane picture of all the 1-dimen-
sional linear subspaces of W by intersecting them with some af-
fine plane A in ¢W ‘which does not go through 0; 1-dimensional
linear subspaces give points in A, 2-dimensional linear sub-
spaces give lines in A. This is the familiar affine picture of

P(k3). In this, *** becomes

* ok k&

c

and H is determined by pure incidence operations: the intersec-
tion of "line" FG with "line" AC.

Now, composition in a catégory is associative. Since we have
been able to interpret a certain inqidence—operational construc-
tion as composition in a-category, we will by associativity know
that two different incidence-operational construc-ions yield thg
same result; this will then give us a Qeometric theorem. We claim
that it is the theorem of Desargues (duélized) which we get this
way. To see this, consider the situatioa
(5) 5 5 £ & B

B D.



The two composites

FG H
A - C - D
and
F GH
A - B = D

agree; call it FGH. The triangles formed of

A, F; FG
and

D, GH, H

respectively, are a pair of Desargues triangles (see figure below).

For consider the line given by the colinear points G, B, C:

[a,F] intersects [D,GH] in B
{A,FG] intersects [D,H] in C

[F,FG] intersects I[GH,H] in G,

by construction, and any pair of Desargues triangles can be viewed
‘as a diagram (5). Associativity of composition gives that [aD],
[F,GH], and [FG,H] are concurrent in FGH. This is the desired

conclusion of the Desargues theorem.
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One may in fact formulate this observation for a synthetically
given projective plane as follows: The composition constructed
by means of **** jis associative if and only if the plane is De-
sarguesian.

The idea of points in a geometric structure playing the role
of morphism betﬁeen two other points (like F in the above pic-
ture **** playing the role of morphism from A to B) is dﬁe
to Lawvere, who in [ 1] used it for points in a convex set rather
than in a projective space. He also gave the construction of com-
position for the case where this can be carried out by pure inci-
dence constructions. An analytic treatment of the case where the
pure incidence constructions do not work (i.e. on the projective
line), can be given as follows. We consider IP(kz).

If (a1,a2) + (0,0) Ekz, we write [a1,a2] for the 1-dimen-
sional linear subspace determined by it. If all pairs in the dia-
gram

(f1,f2) (91:92)
(6) (ajray) = (byyby) > (c4.C))
are non-proportional, then the composite map is given by that 1-
dimensional linear subspace of k2 which contains the set of so-

lutions (k1,k2) to the equation

ky 24 £y a1i 97 by
k2 a2 f2 a, 9, b2
kg ©cy £, by 91 %4
k;, €5 £, by 95 Syl -

If (c1,c2) = (a1,a2), then the composite in (6) is given by
the scalar on the right hand side in this eguation. Also the other

types of composites are given in this sort of way.
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