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We describe a notion of Fermat theory as a unifying concept for the algebraic theory of polynomials, and the algebraic theory of smooth functions, and we develop some of the commutative algebra for such, in particular concerning modules and derivations. The analysis of derivations, and construction of universal such is of course tied in with the notion of differential form. We describe two synthetic notions of differential 1-form, a "non-linear" and a "linear" one. The former is defined as a map defined on the first neighbourhood of the diagonal and vanishing on the diagonal. For "affine" objects, the linear 1-forms have a related description, using a "first neighbourhood inside the tangent bundle", which turns out to be isomorphic to the first neighbourhood of the diagonal. So the two 1-form notions agree for affine objects, and, in some sense, the first neighbourhoods classify 1-forms.

The results and constructions are then used to describe explicitly, in certain toposes, one object 0 which classifies
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(linear) 1-forms in another sense: 1-forms on any object \( M \) correspond to maps \( M \to \mathcal{G} \).

§1. Fermat theories and their algebras

We remind the reader about some standard notation in connection with finitary algebraic theories \( T \) in the sense of [7]. The set of \( n \)-ary operations may be identified with \( P(n) \), the free \( T \)-algebra in \( n \) generators, these \( n \) generators being the \( n \) projections

\[
\text{proj}_i : n + 1
\]

making \( n \) into an \( n \)-fold product of \( 1 \). We may also denote the free \( T \)-algebra in \( n \) generators by \( K(X_1, \ldots, X_n) \) (or \( \mathcal{K}(X_1, \ldots, X_n) \), or \( K(Z_1, \ldots, Z_n) \), say); in particular, \( K = \mathcal{K}(X, Y) = T(0, 1) \).

Thus \( K(X_1, \ldots, X_n) = F(n) = T(n, 1) \), and \( X_i = \text{proj}_i \).

If \( f \in T(n, 1) \) is an \( n \)-ary operation, the identification of \( T(n, 1) \) with \( K(X_1, \ldots, X_n) \) is given by \( f \leftarrow f(x_1, \ldots, x_n) \) (or \( f \leftarrow f(X) \), \( X \) denoting the \( n \)-tuple \( X_1, \ldots, X_n \)).

There is a bijective correspondence between arrows \( f : n \to m \) in \( T \) and \( T \)-algebra homomorphisms \( f : K(X_1, \ldots, X_n) \to K(X_1, \ldots, X_n) \); to an arrow \( n \to m \), i.e. to an \( m \)-tuple \( f_1, \ldots, f_m \) of \( n \)-ary operations, we associate the unique \( T \)-algebra-homomorphism \( K(X_1, \ldots, X_n) \to K(X_1, \ldots, X_n) \) which sends \( X_j \in K(X_1, \ldots, X_n) \) into \( f_j(X_1, \ldots, X_n) \).

We denote the binary coproduct in the category \( T \)-Alg of \( T \)-algebras by the sign \( \otimes \). For any \( T \)-algebra \( B \), the \( T \)-algebra \( B \otimes K(X_1, \ldots, X_n) \) solves the universal problem of adjoining \( n \) elements to \( B \). It is consistent to use the notation

\[
B[X_1, \ldots, X_n] := B \otimes K(X_1, \ldots, X_n),
\]

with standard "renaming" of the \( X_i \)'s if \( B \) itself is of the form \( C(X_1, \ldots, X_n) \), in particular
\[ K\{X_1, \ldots, X_n\} \otimes K\{Y_1, \ldots, Y_m\} = K\{X_1, \ldots, X_n, Y_1, \ldots, Y_m\} \]

The algebraic theories we have in mind are given by, respectively,

\[ T(n,1) = \text{polynomials in } n \text{ variables} \]

over some fixed base ring, and

\[ T(n,1) = C^\infty(\mathbb{R}^n, \mathbb{R}) \]

they are the algebraic theories of commutative algebras (over the base ring), and the algebraic theory \( T_\infty \) utilized for building models of synthetic differential geometry (cf. [2], [3], or [6] III). Since every polynomial with integral coefficients defines a smooth function, \( T_\infty \) contains the theory of commutative rings. It is, in fact, a Fermat-theory in the sense of the following definition. Likewise the theory of commutative rings itself is a Fermat theory.

**Definition.** Let \( T \) be an algebraic theory containing the theory of commutative rings. We say that \( T \) is a Fermat theory if for any \((n+1)\)-ary operation

\[ f = f(X, \bar{z}) \in K\{X, Z_1, \ldots, Z_n\} \]

there exists a unique \((n+2)\)-ary operation

\[ g = g(X, Y, \bar{z}) \in K\{X, Y, Z_1, \ldots, Z_n\} \]

such that

\[ f(X + Y, \bar{z}) = f(X, \bar{z}) + Y \cdot g(X, Y, \bar{z}) \in K\{X, Y, \bar{z}\} \]

For the case \( T_\infty \), the (unique) existence of such \( g \) (for
the case \( n = 0 \) was known already by Fermat, who observed that, if \( \tilde{f} : \mathbb{R} \to \mathbb{R} \) is a (smooth) function, the difference quotient \( g \),

\[
\frac{\tilde{f}(x+y) - \tilde{f}(x)}{y} = g(x,y),
\]

which a priori is only defined for \( y \neq 0 \), may be extended uniquely to a (smooth) function defined for all \( (x,y) \in \mathbb{R}^2 \). In rigorous form, and with parameters \( z \in \mathbb{R}^n \), this was observed by Hadamard.

An immediate consequence of the uniqueness assertion in the definition is that \( Y \) is regular \((=\) multiplicatively cancellable\) in \( \mathbb{R}[X,Y,Z] = 0 \):

\[
(1,2) \quad Y \cdot g(X,Y,Z) = 0 \Rightarrow g(X,Y,Z) = 0.
\]

From the fact that \( \mathbb{R}[Y] \leq \mathbb{R}[X,Y] \) is injective, then also follows that \( Y \in \mathbb{R}[Y] \) is regular. Hence any generator \( X_1 \) in any free algebra \( \mathbb{R}[X_1, \ldots, X_n] \) \((n \geq 1)\) is regular.

**Proposition 1.1.** If \( f = f(X_1, \ldots, X_n) \in \mathbb{R}(X_1, \ldots, X_n) \), there exist \( g_1, \ldots, g_n \in \mathbb{R}(X_1, \ldots, X_n, Y_1, \ldots, Y_n) \) such that

\[
(1,3) \quad f(X + Y) = f(X) + \sum_{i=1}^n Y_i \cdot g_i(X,Y).
\]

**Proof.** This is a simple \( n \)-fold iteration of (1.1):

\[
\begin{align*}
\tilde{f}(X + Y) &= \tilde{f}(X_1 + Y_1, \ldots, X_n + Y_n) \\
&= \tilde{f}(X_1, X_2 + Y_2, \ldots, X_n + Y_n) + Y_1 \cdot g_1(X,Y) \\
&= \tilde{f}(X_1, X_2, \ldots, X_n + Y_n) + Y_2 \cdot g_2(X,Y) + Y_1 \cdot g_1(X,Y) \\
&= \ldots .
\end{align*}
\]

Note that the \( g_i \)'s are not asserted to be unique. In fact, for \( 0 \in \mathbb{R}[X_1, X_2] \), we have in \( \mathbb{R}[X_1, X_2, Y_1, Y_2] \):
ON 1-FORM CLASSIFIERS

\[ D = Y_1 \cdot Y_2 + Y_2 \cdot (-Y_1) = Y_1 \cdot 0 + Y_2 \cdot 0. \]

Since \( T \) is assumed to contain the algebraic theory of commutative rings, any \( T \)-algebra \( B \) has \( a \) fortiori a commutative ring structure ("the underlying commutative ring of \( B \)).

**Proposition 1.2.** Let \( B \) be a \( T \)-algebra. Let \( I \subseteq B \) be an ideal in the usual ring-theoretic sense. Then the relation \( b \sim c \) given by \( I \) (\( b \sim c \) iff \( b - c \in I \)) is a \( T \)-congruence.

**Proof.** Let \( a_1 \sim b_1, \ldots, a_n \sim b_n \), and let \( f \in T(n,1) \). We should prove \( f(a_1, \ldots, a_n) \sim f(b_1, \ldots, b_n) \). Let \( h_i = b_i - a_i \), so by assumption, \( h_i \in I \) (\( i = 1, \ldots, n \)). We have

\[ f(b_1, \ldots, b_n) = f(a_1 + h_1, \ldots, a_n + h_n) = f(a_1, \ldots, a_n) + \sum h_i \cdot g_i(a, b), \]

where \( f \) and the \( g_i \)'s are related as in Proposition 1.1. From this immediately follows \( f(b) - f(a) \in I \).

It follows from the Proposition that \( B/\sim \) has a unique \( T \)-algebra structure such that \( B/\sim \) is a \( T \)-homomorphism. But \( B/\sim \) as a ring is just \( B/I \), the usual residue class ring mod \( I \). So whenever \( B \) is a \( T \)-algebra, and \( I \) an ideal, we get a \( T \)-algebra which we of course denote \( B/I \) since this is anyway its underlying commutative ring.

Note that any \( T \)-algebra \( B \) comes equipped with a \( T \)-homomorphism \( X \to B \) (where \( X = F(0) \)); being in particular a ring-homomorphism, we see that any \( T \)-algebra is a \( K \)-algebra in the usual sense of commutative algebra.

Recall that \( \oplus \) denotes coproduct in \( \mathbf{Alg} \). If \( b \in B \), its image under the inclusion \( B \to B \otimes C \) is denoted \( b \otimes 1 \). Similarly for \( 1 \otimes c \) where \( c \in C \), and \( b \otimes c \) denotes \( (b \otimes 1) \cdot (1 \otimes c) \). The usual tensor product \( B \otimes_K C \) of \( B \) and \( C \) viewed as \( K \)-algebras maps into \( B \otimes C \) by a canonical comparison map, and its image consists of finite sums \( b_1 \otimes c_1 \) and will also be denoted \( B \otimes_K C \). A gen-
oral element of $B \otimes C$ is of form
\[ \varphi(b_1 \otimes 1, \ldots, b_k \otimes 1, 1 \otimes c_{k+1}, \ldots, 1 \otimes c_n) \]
for suitable $n$, $b_i \in B$, $c_j \in C$, and $\varphi \in \mathbb{K}(n,1)$.

If $I \subseteq B$ is an ideal, $I \otimes C$ does not a priori make sense, since $I$ is not a $\mathbb{K}$-algebra. However, if $I \otimes A$ denotes the usual tensor product of $A$-modules, we can let $I \otimes C$ denote the ideal in $B \otimes C$ generated by $I \otimes A$ under the canonical $B \otimes A \rightarrow B \otimes C$. Elements in $I \otimes C$ are finite sums $\sum (u_i \otimes 1) \cdot t_i$ with $u_i \in I$, $t_i \in B \otimes C$.

**Proposition 1.3.** Let $I \subseteq B$ be an ideal, and $C$ some other $\mathbb{K}$-algebra. 1) The kernel of $B \otimes C \rightarrow (B/I) \otimes C$ is $I \otimes C$. 2) If $\beta : B \rightarrow C$ is a $\mathbb{K}$-homomorphism, then
\[ \hat{\beta}(I \otimes C) = (\hat{\beta}_I)(I \otimes C). \]
(Here $\hat{\beta}_I : B \otimes C \rightarrow C$ is the map from the coproduct which is induced by $\beta$ and the identity map of $C$.)

**Proof.** 1) is a straightforward consequence of the relevant universal properties. To prove 2), let $t = \sum (u_i \otimes 1) \cdot t_i \in I \otimes C$, as above, with $u_i \in I$. Then
\[ \hat{\beta}(t) = \beta(\sum u_i \otimes 1) \cdot t \]
where $\sum u_i = (\hat{\beta}_I)(t)$. But this in turn equals $(\hat{\beta}_I)(\sum u_i \otimes 1)$ and the sum here is in $I \otimes A$.

**Proposition 1.4.** Let $A$ be any $\mathbb{K}$-algebra. Then the element $X$ in $A \otimes A(X) = A[X]$ is regular.

**Proof.** We first consider the case where $A$ is finitely generated, $g : A[Y_1, \ldots, Y_m] \rightarrow A$ (a surjective $\mathbb{K}$-homomorphism). Let $I \subseteq A[Y_1, \ldots, Y_m]$ be the kernel of $g$ in the usual ring-theoretic sense, so $A = A[Y_1, \ldots, Y_m]/I$ as in the remarks following Proposition 1.2. The map
\[ g \otimes 1 : A[Y_1, \ldots, Y_m] \otimes A(X) \rightarrow A \otimes A(X) = A[X] \]
has, by Proposition 1.3, its kernel equal to the ideal \( \overline{I} = I \cap K \{ X \} \). So assume that \( a \in A \{ X \} \) has \( X \cdot a = 0 \). Let \( a = (q \circ 1) (f) \), where \( f \in K \{ y \} \otimes K \{ x \} = K \{ y_1, \ldots, y_m, x \} \). The assumption that \( X \cdot a = 0 \) then means

\[
X \cdot f (y_1, \ldots, y_m, x) \in \overline{I} = I \cap K \{ x \},
\]

so there exists elements \( h_j = h_j (y) \in I \) and \( k_j (y, x) \in K \{ y, x \} \) (for \( j = 1, \ldots, s \), say) so that

\[
(1.4) \quad X \cdot f (y, x) = \sum_{j=1}^{s} h_j (y) \cdot k_j (y, x).
\]

By the Fermat property, we may write

\[
k_j (y, x) = k_j (y, 0) + X \cdot \ell_j (y, x),
\]

so that, when substituting into (1.4), we have

\[
X \cdot f (y, x) = \sum_{j=1}^{s} h_j (y) \cdot k_j (y, 0) + X \cdot \sum_{j=1}^{s} h_j (y) \cdot \ell_j (y, x).
\]

Putting \( X = 0 \), we see from this that the first \( \sum \) is 0, so that

\[
X \cdot f (y, x) = X \cdot \sum_{j=1}^{s} h_j (y) \cdot \ell_j (y, x).
\]

But \( X \) is regular in \( K \{ y, x \} \), as we saw in connection with (1.2). So this equation implies

\[
f (y, x) = \sum_{j=1}^{s} h_j (y) \cdot \ell_j (y, x).
\]

Since \( h_j \in I \), this proves \( f \in I \cap K \{ x \} = \overline{I} \), so \( q(f) = a \) is zero. This proves the proposition for finitely generated \( A \).

For arbitrary \( A \), use that \( A \{ X \} \) is a filtered union of algebras \( A_0 \{ X \} \) with \( A_0 \) finitely generated.

The addition operation \( + \in T (2, 1) \) corresponds, as described in generality in the beginning, to a map \( \overline{\tau} : F (1) \rightarrow F (2) \), i.e., \( \overline{\tau} : K \{ X \} \rightarrow K \{ X, Y \} \). For any \( T \)-algebra \( A \), \( A \circ \overline{\tau} : A \otimes K \{ X \} \rightarrow A \otimes K \{ X, Y \} \)
is a map

\[ \tilde{\tau} : A(X) \longrightarrow A(X, Y). \]

For \( a \in A(X) \), we write \( a(X+Y) \) for \( \tilde{\tau}(a) \). Similarly, we might write \( a(X) \), respectively \( a(Y) \), for the image of \( a \) under the inclusion \( A(X) \rightarrow A(X, Y) \) given by \( X \mapsto X \), respectively by \( X \mapsto Y \); and \( a \in A(X) \) may be denoted \( a(X) \). This is consistent with the usage for the case \( A = K \). We have

**Proposition 1.5.** For any \( a \in A(X) \), there exists a unique \( b \in A(X, Y) \) such that, in \( A(X, Y) \)

\[ a(X+Y) - a(X) = Y \cdot b. \]

**Proof.** The uniqueness of \( b \) is immediate from the regularity of \( Y \) (Proposition 1.4). The existence follows, for the case where \( A \) is finitely generated, by considering

\[ q : K[Z_1, \ldots, Z_m] \rightarrow A, \]

and considering the "pairwise" commutative diagram

\[
\begin{array}{ccc}
K[Z, X] & \longrightarrow & K[Z, X, Y] \\
\downarrow q \circ \delta & & \downarrow q \circ \delta \circ \delta \\
A[X] & \longrightarrow & A(X, Y)
\end{array}
\]

where the two top horizontal maps are given by \( X \mapsto X+Y \) and \( X \mapsto X \), respectively, and similarly for the two bottom horizontal maps. Assume that \( f(Z, X) \) goes to \( a \in A(X) \) by \( q \circ \delta \). Then

\[ f(Z(X+Y)) - f(Z, X) = Y \cdot q(Z, X, Y). \]

for a (unique) \( q \in K[Z, X, Y] \), like in (1.1). Then clearly

\((q \circ \delta \circ \delta) \circ q \)

can be used for \( b \) in the desired conclusion.

- If \( A \) is not finitely generated, write \( A(X) \) as a filtered union of algebras \( A_0(X) \) with \( A_0 \) finitely generated.
There are various ways in which Proposition 1.5 can be reformulated. One such way, involving categorical logic, is given and utilized in §4, expressing that "the generic \( T \)-algebra" is a "Fermat ring". Another formulation is

**Proposition 1.5'.** If \( T \) is a Fermat theory, then so is \( T_A \) for an arbitrary \( T \)-algebra \( A \) \( T_A \) being the algebraic theory of the category \( A \times T\text{-Alg} \); or, equivalently, \( T_A(n,1) = A\{x_1, \ldots, x_n\} \).

We finish this § by deriving directly from the Fermat property of \( T \) some further "Taylor" or "Fermat" developments of the operations of \( T \).

**Proposition 1.6.** Let \( f(X,Y) \in K\{x_1, \ldots, x_n; y_1, \ldots, y_n\} \). Then there exist \( h_1, \ldots, h_n \in K\{x,y\} \) so that

\[
f(X,Y) = f(x,0) + \sum_{i=1}^{n} Y_i \cdot h_i(X,Y).
\]

**Proof.** For \( k = 0 \), this is a consequence of Proposition 1.1 (substitute 0 for \( X \) in there). For general \( k \), it follows from the \( k = 0 \) case, applied to the algebraic theory \( T_{E(k)} \), which is a Fermat theory by Proposition 1.5' (note \( T_{E(k)}(n,1) = T(k+n,1) \)).

**Proposition/Definition 1.7.** To any \( f \in K\{x_1, \ldots, x_n\} \) there exist unique \( k_1, \ldots, k_n \in K\{x_1, \ldots, x_n\} \) so that there exist \( h_{ij} \in K\{x_1, \ldots, x_n, y_1, \ldots, y_n\} \) with

\[
f(X+Y) = f(X) + \sum_{i=1}^{n} Y_i \cdot k_i(X) + \sum_{i,j=1}^{n} Y_i \cdot Y_j \cdot h_{ij}(X,Y).
\]
These $k_1(x), \ldots, k_n(x)$ will be denoted $\frac{\partial f}{\partial x_1}(x), \ldots, \frac{\partial f}{\partial x_n}(x)$.

Proof. By Proposition 1.1, we may find $g_1, \ldots, g_n \in K(x_1, \ldots, x_n, y_1, \ldots, y_n)$ so that

$$f(x+y) = f(x) + \sum_i y_i \cdot g_i(x,y).$$

For each $i = 1, \ldots, n$ we use Proposition 1.6 to write

$$g_i(x,y) = g_i(x,0) + \sum_j y_j \cdot h_{ij}(x,y),$$

and substituting this in the expression for $f(x+y)$, we get the existence of the expansion (1.5) (with $k_i(x) = g_i(x,0)$).

To prove the uniqueness, assume we have (1.5)' like (1.5) but with $k_i'$ and $h_{ij}'$ instead of $k_i$ and $h_{ij}$. To prove $k_i = k_i'$, say, substitute $y_2 = \ldots = y_n = 0$ in (1.5) and (1.5)', and subtract, to get

$$0 = y_1 \cdot (k_1(x) - k_1'(x)) + y^2_1 \cdot (h_{11}(x,y,0,\ldots) - h_{11}'(x,y,0,\ldots))$$

in $K(x_1, \ldots, x_n, y_1)$. Since $y_1$ is cancellable here by Proposition 1.4, we derive

$$0 = k_1(x) - k_1'(x) + y_1 \cdot (\ldots);$$

now put $y_1 = 0$ to deduce $k_1(x) = k_1'(x)$. Similarly, $k_j(x) = k_j'(x)$ for $j = 2, \ldots, n$. This proves the Proposition. - By the notation introduced there, we may write

$$f(x,y) = f(x) + \sum_i y_i \cdot \frac{\partial f}{\partial x_i}(x) + \sum_i y_i \cdot \sum_j y_j \cdot h_{ij}(x,y).$$

Proposition 1.7 may be generalized; we remind the reader about usual conventions about multi-indices $\alpha, \beta, \ldots$ (see e.g. [6] I.5):
Proposition 1.7'. For any \( f \in K(X_1, \ldots, X_n) \) and any integer \( s \geq 0 \), there exist unique \( k_{\alpha} \in K(X_1, \ldots, X_n) \) \((|\alpha| \leq s)\) so that there exist \( h_{\beta} \in K(X_1, \ldots, X_n, Y_1, \ldots, Y_n) \) \((|\beta| = s+1)\) with

\[
f(X+Y) = \sum_{|\alpha| \leq s} x_{\alpha} k_{\alpha}(X) + \sum_{|\beta| = s+1} y_{\beta} h_{\beta}(X, Y).
\]

Proof. The existence is a straightforward iteration of the existence assertion of Proposition 1.7. The uniqueness can be seen by a double induction in \( s \) and \( n \), using the cancellation principle of Proposition 1.4.

The \( h_{\beta} \)'s in this Proposition are not in general uniquely determined. The statements in [2] p. 240 and in [5] p. 213 about their uniqueness are incorrect.

From the uniqueness of the \( k_{\alpha} \) (i.e. of the \( \frac{\partial f}{\partial X_i} \)) in Proposition 1.7, we easily conclude that if

\[
\begin{array}{ccc}
T_0 & \xrightarrow{G} & T_1 \\
\downarrow & & \downarrow \\
T_1 & \xrightarrow{G} & T_2
\end{array}
\]

is a commutative triangle of homomorphisms of algebraic theories, where \( T_0 \) is the theory of commutative rings, and if \( T_1 \) and \( T_2 \) are Fermat theories, then \( G \) preserves the formation of \( \frac{\partial f}{\partial X_i} \).

Also, we note that the uniqueness assertions imply that for the theory \( T_0 \) of commutative rings (whose arrows are polynomials with integral coefficients), the \( \frac{\partial \psi}{\partial X_i} \) is the usual formal derivative of the polynomial \( \psi \). In particular, if \( \psi(X_1, X_2) = X_1 + X_2 \),

\[
(1.7) \quad \frac{\partial \psi}{\partial X_1}(X_1, X_2) = 1, \quad \frac{\partial \psi}{\partial X_2}(X_1, X_2) = 1,
\]

and if \( \psi(X_1, X_2) = X_1 \cdot X_2 \),

\[
\frac{\partial \psi}{\partial X_1}(X_1, X_2) = X_2, \quad \frac{\partial \psi}{\partial X_2}(X_1, X_2) = X_1.
\]
\[ \frac{\partial \Phi}{\partial x_1} (x_1, x_2) = x_2, \quad \frac{\partial \Phi}{\partial x_2} (x_1, x_2) = x_1. \]

For any commutative ring \( K \), a Weil-algebra over \( K \) is a \( K \)-algebra whose underlying \( K \)-module is of form

\[ K^s = \bigoplus_{i=1}^s K \quad (s \text{ an integer } \geq 1), \]

and whose unit is \((1,0,\ldots,0)\) and where \( K^{s-1} \subset K^s \) (embedded on the last \( s-1 \) factors) in an ideal \( M \) with \( M^s = 0 \).

(If \( K \) is a field, \( M \) is a maximal ideal, and the algebra is local, with \( K \) as residue field.)

The most important Weil-algebra over \( K \) is \( K[\varepsilon] = K^2 \), the "ring of dual numbers", where the multiplication is given by letting \((1,0)\) be the multiplicative unit, and letting \((0,1) = \varepsilon \) satisfy \( \varepsilon^2 = 0 \). Alternatively, \( K[\varepsilon] = K[X]/(X^2) \).

If \( K \), as above, is \( \mathcal{T}(0,1) \) for a Fermat theory \( \mathcal{T} \), Weil-algebras over \( K \) turn out to have a canonical structure of \( \mathcal{T} \)-algebras. More generally we have

**Proposition 1.8, 1)** Let \( W \) be a Weil-algebra over \( K \), and let \( B \) be a \( \mathcal{T} \)-algebra. Then there exists a unique \( \mathcal{T} \)-algebra structure on \( B \otimes_K W \) extending its \( K \)-algebra structure, and such that the canonical \( j: B \rightarrow B \otimes_K W \) (= inclusion) becomes a \( \mathcal{T} \)-homomorphism. In particular, any Weil-algebra over \( K \) carries a canonical \( \mathcal{T} \)-algebra structure. With this,

\[ B \otimes_K W = B \otimes W. \]

**2)** For any \( \mathcal{T} \)-algebra \( B \) and Weil-algebra \( W \),

\[ \text{hom}_{\mathcal{T}-\text{Alg}}(B,W) = \text{hom}_K(B,W); \quad \text{hom}_{\mathcal{T}-\text{Alg}}(W,B) = \text{hom}_K(W,B). \]
3) If \( k[x_1, \ldots, x_n]/I \) is a Weil algebra, then the canonical \( K \)-algebra map

\[
k[x_1, \ldots, x_n]/I \to k(x_1, \ldots, x_n)/I
\]

(where \( I \) is the ideal generated by the image of \( I \) under \( k[x_1, \ldots, x_n] \to k(x_1, \ldots, x_n) \)) is an isomorphism.

**Proof.** The proofs of these facts are given in [6], say, for the special Fermat theory \( T_\omega \) (where \( K = \mathbb{R} \)), cf. loc.cit., Theorem III.5.3, Exercise III.5.1, and Proposition III.5.11. The proofs for a general Fermat theory \( T \) are exactly the same, utilizing Proposition 1.7' instead of Proposition III.5.2 of [6].

We should also remark that if \( C \) is a \( T \)-algebra, and \( W \) a Weil algebra, there exists a \( T \)-algebra \( C^W \) such that

\[
\text{hom}_{T-\text{Alg}}(C^W, B) = \text{hom}_{T-\text{Alg}}(C, B \otimes W),
\]

for any \( T \)-algebra \( B \). The construction of \( A^* \) to be given in §2 is in fact a special case of this (with \( W = K[x] \)).

§2. **Modules and \( T \)-derivations**

Let \( T \) be a Fermat theory, and \( K = T(0, 1) \), as in §1. Let \( A \) be a \( T \)-algebra. By an \( A \)-module, we understand a module for the underlying ring of \( A \).

**Definition.** If \( M \) is an \( A \)-module, we say that a map \( d: A \to M \) is a \( T \)-derivation if, for any \( \phi \in T(n, 1) \) and any \((a_1, \ldots, a_n) \in A^n\)

\[
d(\phi(a_1, \ldots, a_n)) = \sum_{i=1}^n \frac{\partial \phi}{\partial x_i}(a_1, \ldots, a_n) \cdot d(a_i).
\]
(Recall that \( \frac{2\varphi}{\partial x_1} \) is a certain well-defined element of \( \mathcal{T}(n,1) = \mathbb{K}[x_1, \ldots, x_n] \), cf. Proposition/Definition 1.7.)

**Proposition 2.1.** A \( \mathcal{T} \)-derivation is in particular a derivation in the usual sense of ring/module theory, and it is \( \mathbb{K} \)-linear.

**Proof.** To see that \( d : A + M \) is additive, apply (2.1) to the \( \varphi \in \mathcal{T}(2,1) \) of (1.7); to prove the Leibniz rule, apply (2.1) to the \( \varphi \in \mathcal{T}(2,1) \) of (1.8) to get

\[
(2.2) \quad d(a_1 \cdot a_2) = a_2 \cdot d(a_1) + a_1 \cdot d(a_2).
\]

Finally, to get \( \mathbb{K} \)-linearity, let \( k \in \mathbb{K} = \mathcal{T}(0,1) \), and let us apply (2.1) to the nullary operation \( \varphi = k \) to get

\[
(2.2) \quad d(\varphi) = \sum_{1 \leq i \leq 1} = 0,
\]

so that \( d \) takes value 0 on the image of \( \mathbb{K} + A \). Then (2.2) implies \( \mathbb{K} \)-linearity.

If \( A \) is a \( \mathcal{T} \)-algebra, and \( M \) an \( A \)-module, we may make \( A \oplus M \) into a \( \mathcal{T} \)-algebra as follows (generalizing the construction of \( A[\varepsilon] \)). Denote \( (1,1) \in A \oplus M \) by \( a + rm \); for \( \varphi \in \mathcal{T}(n,1) \) put

\[
(2.3) \quad \varphi(a_1 + r_1, \ldots, a_n + r_n) = \varphi(a_1, \ldots, a_n) + \varepsilon \sum_{1 \leq l \leq n} \frac{3\varphi}{\partial x_l}(a_1, \ldots, a_n) \cdot r_l;
\]

the \( \mathcal{T} \)-algebra thus constructed we denote \( A[\varepsilon M] \). (The verification that (2.3) actually does give a \( \mathcal{T} \)-algebra structure is as for \( A[\varepsilon] \triangleq A[\varepsilon A] \), which in turn is an easy special case of the proof of Proposition 1.8.)

**Proposition 2.2.** Let \( A \) and \( B \) be \( \mathcal{T} \)-algebras, and let
ON I-FORM CLASSIFIERS

$M$ be an $A$-module. Consider a map \((f,g) : B \rightarrow A \oplus M = A \times M\).
Then this map is a $\mathcal{T}$-homomorphism $B \rightarrow A[cM]$ if and only if $f : B \rightarrow A$ is a $\mathcal{T}$-homomorphism and $g : B \rightarrow M$ is a $\mathcal{T}$-derivation (where the $B$-module structure on $M$ is defined via the $A$-module structure on $M$, and via the map $f : B \rightarrow A$).

Proof. This is a straightforward calculation, which we omit. Thus, the notion of $\mathcal{T}$-derivation could have been derived from the notion "$A[cM]$".

We have evident $\mathcal{T}$-homomorphisms
\[
\begin{align*}
\varphi_0 & : A \rightarrow A[cM] \\
\alpha & : A[cM] \rightarrow A
\end{align*}
\]
\[
\begin{align*}
\alpha & = [a,0] \\
[a,m] & \mapsto a;
\end{align*}
\]
more generally, if $g : M \rightarrow N$ is an $A$-module homomorphism, we get a $\mathcal{T}$-homomorphism
\[
\tilde{g} : A[cM] \rightarrow A[cN]
\]
\[
(a,m) \mapsto (a,g(m));
\]
and $\mathcal{T}$-homomorphisms $A[cM] \rightarrow A[cN]$ of this form are characterized by $\tilde{g} \circ \varphi_0 = \varphi_0$, $p \circ \tilde{g} = p$; namely $g$ is reconstructed as $g(m) =$ second component of $\tilde{g}(0,m)$.

Since the condition of being a $\mathcal{T}$-derivation $\delta : A \rightarrow M$ is purely equational, it is possible to deduce from general considerations that there exists to any $\mathcal{T}$-algebra $A$ a universal $\mathcal{T}$-derivation $\delta : A \rightarrow \Omega_A$, i.e., any $\mathcal{T}$-derivation $\delta : A \rightarrow M$ factors through $\delta$ via a unique $A$-module map $\Omega_A \rightarrow M$. We shall describe $\Omega_A$ explicitly, by a description which is well-known for the case where $\mathcal{T}$ is the theory of $K$-algebras.

Theorem 2.3. Let $A$ be a $\mathcal{T}$-algebra. Consider the codiagonal $\upsilon : A \otimes A \rightarrow A$, and let its kernel be $I$. Then
\[ A \longrightarrow I/I^2 \]
\[ a \longmapsto a \otimes 1 - 1 \otimes a \]

is a universal derivation, where \( I/I^2 \) is made into an \( A \)-module by \( a \cdot [s] = [1 \otimes a \cdot s] \) (square brackets denoting residue classes mod \( I^2 \)). So

\[ \Omega_A = I/I^2. \]

The proof of the Theorem will be given in §4, after certain synthetic/geometric considerations that at the same time provide the geometric meaning of the construction \( I/I^2 \).

In the case where \( A \) is a finitely generated \( T \)-algebra, \( A = \mathbb{K}[X_1, \ldots, X_n]/(\{ f_i \}_{i \in I}) \), we can give an alternative description of \( \Omega_A \): it is constructed out of the \( T \)-algebra \( \mathbb{K}[X_1, \ldots, X_n, Y_1, \ldots, Y_n] \). Let \( J \) denote the ideal in \( \mathbb{K}[X_1, \ldots, X_n] \) generated by the \( f_i \)'s, and let \( \mathcal{J} \) denote the ideal generated by the \( f_i(X_1, \ldots, X_n) \) in \( \mathbb{K}[X_1, \ldots, X_n, Y_1, \ldots, Y_n] \). Also, let \( dJ \) denote the ideal in \( \mathbb{K}[X_1, \ldots, X_n, Y_1, \ldots, Y_n] \) generated by

\[ \sum_{i \in I} \frac{\partial f_i}{\partial X_j} X_1, \ldots, X_n, Y_1, \ldots, Y_n, \]

Finally, let \( (Y)^2 \) denote the ideal in \( \mathbb{K}[X_1, \ldots, X_n, Y_1, \ldots, Y_n] \) generated by all \( Y_1 \cdot Y_j \). Consider the diagram

\[
\begin{array}{ccc}
\mathbb{K}[X] & \longrightarrow & \mathbb{K}[X,Y] \\
\downarrow & & \downarrow \\
\mathbb{K}[X]/J & \longrightarrow & \mathbb{K}[X,Y]/(\mathcal{J} + dJ) \\
= A & = A^* & \ni \Delta \\
\end{array}
\]

where \( \mathbb{K}[X] \) denotes \( \mathbb{K}[X_1, \ldots, X_n] \), etc. Also, use square brackets to denote residue classes modulo ideals. Then

**Theorem 2.4.** The submodule of \( A^* \) generated by the classes
of $Y_1, \ldots, Y_n$ is $\mathcal{R}_A$, with $d: A \to \mathcal{R}_A$ given by

$$d(\{\varphi | x_1, \ldots, x_n\}) = \left[ \frac{1}{i} \frac{\partial}{\partial x_i} (x_1, \ldots, x_n) \cdot Y_i \right].$$

Furthermore $A^{\#} = A(\mathcal{R}_A)$ as a $\mathcal{T}$-algebra.

The proof of this theorem is likewise given after the synthetic considerations; see §7.

We proceed by describing some auxiliary results concerning "commutative algebra" of $\mathcal{T}$-algebras. We shall assume that $E$ ($= \mathcal{T}(0,1)$) has the property that $\mathcal{T}$ is invertible. For an ideal $I$ in a $\mathcal{T}$-algebra $B$, we may consider the ideal $I^2 \subseteq B$ as in commutative algebra (it consists of finite sums of products of form $b \cdot b'$ with $b, b' \in I$). Since

$$b \cdot b' = \frac{1}{4} [(b+b')^2 - b^2 - b'^2],$$

we have, as in commutative algebra

**Proposition 2.5.** If $\varphi: B \to C$ is a $\mathcal{T}$-homomorphism, then $\varphi$ annihilates $I^2$ iff it annihilates $b^2$ for all $b \in I$.

**Proposition 2.6.** Let $I \subseteq B$ be an ideal. Then we have the following equality of ideals in $B \otimes C$ ($C$ any $\mathcal{T}$-algebra)

$$(I \otimes C)^2 = I^2 \otimes C.$$  

**Proof.** To prove $(I \otimes C)^2 \subseteq I^2 \otimes C$, it suffices, by Proposition 2.5 to prove $s^2 \subseteq I^2 \otimes C$ for any $s \in I \otimes C$. Let $s = \Sigma (u_1 \otimes 1) \cdot t_1$ with $u_1 \in I$. Then
\[ s^2 = \sum_{i,j} (u_i \otimes 1) \cdot (u_j \otimes 1) \cdot t_i \cdot t_j = \sum_{i,j} (u_i u_j \otimes 1) \cdot t_i \cdot t_j, \]

but \( u_i u_j \in \mathbb{F}^2 \) \( \forall i, j \). The other inclusion is clear.

**Proposition 2.7.** Let \( I \subseteq B \) be an ideal, and \( \beta : B \rightarrow C \) a \( \tau \)-homomorphism. Then the following are equivalent:

i) \( \beta \) annihilates \( I \)

ii) \( (\beta)_I : B \otimes_K C \rightarrow C \) annihilates \( I \otimes_K C \)

iii) \( (\beta)_I : B \Rightarrow C \) annihilates \( I \otimes C \).

**Proof.** Assume i). Since the composite \( I + B \rightarrow C \) is zero, then so is

\[
I \otimes_K C \rightarrow B \otimes_K C \rightarrow C \otimes_K C \rightarrow \mathbb{C}
\]

(\( \mathbb{V} = \) codiagonal = multiplication map). But, clearly, the composite of the two last arrows here equals the composite

\[
B \otimes_K C \rightarrow B \otimes C \rightarrow C
\]

so that this latter composite takes \( I \otimes_K C \) to zero. Conversely, assume ii). Then i) follows by observing that

\[
(\beta)_I (b \otimes 1) = \beta(b),
\]

and \( b \in I \) if \( b \in I \). Finally, (ii) \( \Rightarrow \) (iii) by Proposition 1.3.

The three last propositions may be used to derive
**Proposition 2.8.** Let \( I \subseteq B \) be an ideal, and \( B : B \rightarrow C \) a \( \mathcal{T} \)-homomorphism. Then the following three conditions are equivalent:

1) \( B \) annihilates \( I^2 \)

2) \( (\beta): B \otimes C \rightarrow C \) takes every element of \( I \otimes C \) into an element of square zero

3) For every \( \mathcal{T} \)-homomorphism \( \epsilon: C \rightarrow C' \), the homomorphism \( (\epsilon \otimes \beta)^{\ast}: B \otimes C' \rightarrow C' \) takes every element of \( I \otimes C' \) into an element of square zero.

**Proof.** We first prove 1) \(\Rightarrow\) 2). By Proposition 2.5, condition 2) is equivalent to

\[
(\beta)(I \otimes C^2) = 0,
\]

which in turn, by Proposition 2.6, is equivalent to

\[
(\epsilon)(I^2 \otimes C) = 0.
\]

This, by Proposition 2.7 (applied to \( I^2 \)) is equivalent to 1). - To prove 1) \(\Rightarrow\) 3), if \( B \) annihilates \( I^2 \), then so does \( \epsilon \otimes B \) for any \( \epsilon: C \rightarrow C' \); now apply the implication "1) \(\Rightarrow\) 2)" for the case of \( \epsilon \otimes B \). Finally 3) \(\Rightarrow\) 1) is trivial.

§3. First neighbourhood of the diagonal

We remind the reader of some of the basic notions of synthetic differential geometry (or, consult [6]): one considers a commutative ring object \( R \) in a topos \( E \), about which we talk as if it were the category of sets. For every natural number \( n \geq 1 \), we consider \( D(n) \subseteq \mathbb{R}^n \) defined by
\[ D(n) := \{ (x_1, \ldots, x_n) \in \mathbb{R}^n \mid x_i, x_j = 0 \ \forall i, j \} \]

We assume that \( \mathbb{R} \) satisfies the following form of "Axiom 1" for synthetic differential geometry:

"For every \( n \geq 1 \), the canonical map

\[ \mathbb{R}^{n+1} \xrightarrow{\alpha} \mathbb{R}^D(n) \]

with description

\[ \alpha(a_0, a_1, \ldots, a_n) = [(x_1, \ldots, x_n) \mapsto a_0 + \sum_{i=1}^{n} a_i x_i] \]

is invertible",

or, verbally

"Every map \( D(n) \to \mathbb{R} \) extends uniquely to an affine map \( \mathbb{R}^n \to \mathbb{R}^n \).

(For the verbal formulation to be equivalent to the statement about invertibility of \( \alpha \) via the semantics of categorical logic, as exposed in [6] Part II, say, it should be formulated with "\[ \vdash \forall f \in \mathbb{R}^D(n) \ldots \]", cf. footnote p. 3 in [6].)

**Definition.** We say that \( x, y \in \mathbb{R}^n \) are 1-neighbours if \( x - y \in D(n) \). We then write \( x \sim_1 y \), (or just \( x - y \)).

Note that since \( D(n) \) is not stable under addition in \( \mathbb{R}^n \), the neighbour relation thus defined is not transitive. However, it is symmetric and reflexive. It has been studied and utilized in [4].

The following Proposition yields equivalent descriptions of it, which will allow us to generalize it to a relation defined on arbitrary objects in \( E \). We let \( \Delta : \mathbb{R}^n \to \mathbb{R}^n \times \mathbb{R}^n \) denote the diagonal map; also it assumed throughout the present § that \( 2 \) is invertible in \( \mathbb{R} \).
Proposition 3.1. Let \( x = (x_1, \ldots, x_n) \) and \( y = (y_1, \ldots, y_n) \in \mathbb{R}^n \). Then the following conditions are equivalent:

1) \( x \sim y \), i.e. \( (x-y) \in D(n) \), i.e. \( (x_i - y_i)^2 + (x_j - y_j)^2 = 0 \) \( \forall i, j \)

2) \( \forall f: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) with \( f(\Delta) = 0 \) \( f(x, y)^2 = 0 \)

3) \( \forall g: \mathbb{R}^n \to \mathbb{R} \), \( (g(x) - g(y))^2 = 0 \)

4) \( \forall \phi: \mathbb{R}^n \to \mathbb{R} \) with \( \phi \) homogeneous: \( (\phi(x-y))^2 = 0 \)

(Recall that a map \( \phi \) between \( \mathbb{R} \)-modules is homogeneous if \( \phi(\lambda \cdot y) = \lambda \cdot \phi(y) \) \( \forall \lambda \in \mathbb{R} \) \( \forall y \).)

Proof. Assume 1), so write \( y = x + \xi \) with \( \xi \in D(n) \).

Then

\[ f(x, y) = f(x, x + \xi) = f(x, x) + \sum_{i=1}^n \frac{\partial f}{\partial x_i}(x, x) \xi_i. \]

by Taylor's formula (which holds for 'increments' \( \xi \in D(n) \)), by the assumed form of "Axiom 1" which also allows us to define the partial derivatives in question, cf. e.g. [6] §§ I.1-I.4).

By assumption, \( f(x, x) = 0 \), and the sum \( \xi \) has square zero because \( \xi_i \cdot \xi_j = 0 \) \( \forall i, j \). This proves 2). Assume 2), and let \( \psi: \mathbb{R}^n \to \mathbb{R} \) be given. Define \( f: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R} \) by \( f(g, \xi) = \psi(g) - \psi(x) \).

It has \( f(\Delta) = 0 \), so apply the assumption 2) on this \( f \) to get 3). Assume 3), and let \( \psi: \mathbb{R}^n \to \mathbb{R} \) be homogeneous. Then by [6], Proposition I.10.2, \( \psi \) is \( \mathbb{R} \)-linear, so \( \psi(x-y) = \psi(x) - \psi(y) \).

So apply the assumption 3) with \( g = \psi \). Finally, assume 4).

First, consider the homogeneous \( \text{proj}_1: \mathbb{R}^n \to \mathbb{R} \) to conclude \( (x_1 - y_1)^2 = 0 \), and similarly for \( x_j - y_j \). Then consider the homogeneous \( \text{proj}_j \) to conclude

\[ 0 = ((x_1 - y_1) + (x_j - y_j))^2 = (x_1 - y_1)^2 + (x_j - y_j)^2 + 2(x_1 - y_1)(x_j - y_j). \]

The two first terms vanish by what has already been proved.

Hence so does the third, and since 2 was assumed invertible, we
conclude \((x_i - y_1) \cdot (x_j - y_j) = 0\). This proves \(i\).

We note that the equivalence of \(ii\) and \(iii\) is of more general nature: the domain \(\mathbb{R}^n\) could be replaced by an arbitrary object \(M\):

Proposition 3.2. For any object \(M\), and any \(x, y \in M\), the following are equivalent

\(ii\) \quad \forall f: M \times M \to \mathbb{R}\) with \(\text{fo}\Delta = 0:\) \((f(x, y))^2 = 0\)

\(iii\) \quad \forall g: M \to \mathbb{R}, (g(x) - g(y))^2 = 0\)

Proof. The proof of \(\text{\(ii\)} = \text{\(iii\)}\) is as above. Conversely, assume \(\text{\(iii\)} \) and let \(f: M \times M \to \mathbb{R}\) be given with \(\text{fo}\Delta = 0\). Define \(g: M \to \mathbb{R}\) by \(g(x) = f(x, y)\). Then

\[0 = (g(x) - g(y))^2 = (f(x, y) - f(y, y))^2 = (-f(x, y))^2,\]

since \(f(x, y) = 0\).

Definition 3.3. For any object \(M\) in \(E\) and any \(x, y \in M\), we say that \(x\) and \(y\) are \(\sim\)-neighbours, and write \(x \sim y\), if the two equivalent conditions in Proposition 3.2 hold.

This is consistent with the previous definition because of Proposition 3.1. We immediately note that \(\sim\) is symmetric and reflexive. And it is functorial: if \(h: M \to N\) is any map, then

\[x \sim y\] in \(M\) implies \(h(x) \sim h(y)\) in \(N\).

We define \(M_{(\sim)} \subseteq M \times M\) by
(3.1) \[ M(1) := \left\{ (x, y) \in M \times M \mid x \sim_1 y \right\} ; \]

because \( \sim_1 \) is reflexive, \( M(1) \) contains the diagonal \( \Delta : M \rightarrow M \times M \), and we call it the first neighbourhood of the diagonal. By the functoriality of \( \sim_1 \), \( M \rightarrow M(1) \) is a functor \( \mathbb{E} \rightarrow \mathbb{E} \).

**Remark.** The definition of \( \sim_1 \), given above for general \( M \) works for our purposes (because we are mainly interested in affine objects), but is not "morally" correct in general. For instance, in the context of algebraic geometry, if \( M \) is projective \( n \)-space, the object \( \mathbb{R}^m \) of \( \mathbb{R} \)-valued functions on \( M \) is \( \mathbb{R}^n \), so that \( x \sim_1 y \) for all \( x, y \) in \( M \). A correct version of Definition 3.3 would say: \( x \sim_1 y \) iff there exists an "open" \( U \subseteq M \) containing \( x \) and \( y \), such that for all \( g : U \rightarrow \mathbb{R} \), \( (g(x) - g(y))^2 = 0 \) . The word "open" here would then have to be interpreted in a suitable way. Some "open-ness" notions are discussed in [6] 1577 and 1519. Other, more intrinsic ones are found in recent works of Penon (cf. [9]).

Leaving the naive (set theoretic) way of talking about \( \mathbb{E} \) aside for a moment, now that the main object of study, namely \( M(1) \), has been introduced, we put

**Definition 3.4.** A 1-form on \( M \) is a map in \( \mathbb{E} \)

\[ \omega : M(1) \rightarrow \mathbb{R} \]

with \( m \Delta = 0 \) (where \( \Delta : M \rightarrow M(1) \subseteq M \times M \) is the diagonal). The set of all 1-forms on \( M \) is denoted \( \Lambda^1(M) \).
We could of course also have defined an internal object in $E$ "of 1-forms on $M$"; its set of global sections would then be $\Lambda^1(M)$, but for the purpose of the present article, we shall not do this; see remarks at the end of §8.

Because of the functorality of $\mathcal{H}_E$ in $M$, and the naturality of $\Delta$, we immediately get that $M \rightarrow \Lambda^1 M$ is a contravariant functor $E \rightarrow \textbf{Set}$: if $h : M \rightarrow N$, and if $\omega$ is a 1-form on $N$, we get a 1-form $h^*\omega$ on $M$ by putting $(h^*\omega)(x,y) := \omega(h(x),h(y))$ for $x \sim y$ in $M$.

We have a map $d : \Lambda^1 M \rightarrow \Lambda^2 M$ in $E$, natural in $M$:

\[(3.2)\quad \text{hom}_E(M,R) \xrightarrow{d} \Lambda^1 M\]

given by

\[g \mapsto [(x,y) \mapsto g(y)-g(x)],\]

where $x \sim y$ is in $M$. (Note that $x$ and $y$ denote generalized (or parametrized) elements of $M$, cf. [6] II, whereas $g$ denotes an ordinary element of $\text{hom}_E(M,R)$.)

All this generalizes (a special case of) the 1-form notion considered by Khouche and Joyal, and by the second author [5].

Clearly, $\Lambda^1 M$ carries the structure of abelian group, by valuewise addition, $(\omega+\varphi)(x,y) := \omega(x,y)+\varphi(x,y)$. We may even make it a module over the ring $\text{hom}_E(M,R)$, by putting

\[(3.3)\quad (g \cdot \omega)(x,y) = g(y) \cdot \omega(x,y)\]

for $g \in \text{hom}_E(M,R)$, $\omega \in \Lambda^1(M)$. This algebraic structure is natural in an obvious sense. (For a 1-form $\omega$ on a general object $M$, it is not clear whether in general $\omega(x,y) \in D (x-y)$, nor whether the lack of symmetry in the definition (3.3) is only apparent.) However, for the affine objects $M$ to be considered later, it is so.

It is immediate to prove that $d$ in (3.2) above is additive. Further, with the $\text{hom}_E(M,R)$ module structure defined on $\Lambda^1 M$, it is even a derivation:
\[(3.4) \quad d(g_1^*,g_2^*) = g_1^*d_1 + g_2^*d_0.\]

For, if \(x^*\) in \(M\)
\[d(g_1^*,g_2^*)(x^*,y) = g_1^*(y^*g_2(y) - g_1(x)g_2(x)).\]

whereas
\[\begin{align*}
(g_1^*d_2 + g_2^*d_0)(x^*,y) &= g_1^*(y^*g_2(y) - g_1(x^*)g_2(x^*)) \\
&\quad + g_2^*(y^*g_1(y) - g_2(x^*)g_1(x^*)),
\end{align*}\]

The difference between these two expressions is by simple calculation
\[(3.5) \quad (g_2^*(y) - g_2^*(x)) \cdot (g_1^*(y) - g_1^*(x)).\]

But \((g_1^*,g_2^*): M \to \mathbb{R} \times \mathbb{R}\) preserves the relation \(\sim_1\) so that, by Proposition 3.1
\[(g_1^*(x) - g_1^*(y), g_2^*(x) - g_2^*(y)) \in D(2),\]

and so \((3.5)\) is zero.

We have, however, a stronger result (Theorem 3.8 below), under an assumption satisfied in most good models:

**Definition 3.5.** We say that the ring object \(R\) is a **Fermat ring** if we have validity of
\[(3.6) \quad \forall f \in R \quad \exists! g \in R^{R \times R} : \forall x^*, y^* \in R \times R
\quad f(x^*y^*) = g(x^*) + y^* g(x^*, y^*).\]
(This notion has been studied in [11].)

**Proposition 3.6.** If \(R\) is a Fermat ring, then the algebraic theory \(T_R\) given by \(T_R(n,1) = \text{hom}(R^n, R)\) is a Fermat theory.
Proof. The functor \((-\cdot)_M = \cdot M : E \to E/M\) (for any \(M \in E\)) preserves algebraic structure, formation of exponential objects, as well as logical structure. So if \(R\) is a Fermat ring in \(E\), then so is \(R_M\) in \(E/M\). Apply this to the case \(M = R^D\) to get validity of (3.6) for \(R^D\); this reinterprets in \(E\) as validity of: \(\forall f : R^D \to R \exists ! g : R^D \times R \to R\) s.t. \(\ldots\), which is precisely the property of \(T_R\) required.

**Proposition 3.7.** If \(R\) satisfies Axiom 1, and is also a Fermat ring, then, for any \(f : R^n \to R\) and any \(i = 1, \ldots, n\), the \(\frac{\partial f}{\partial x_i} : R^n \to R\) defined using Axiom 1 agrees with the ones arising from the Fermat property of \(T_R\).

Proof. For simplicity of notation, we do the case \(n=1\) only. Then \(f' : R \to R\) arising from the Fermat property is characterized by validity of

\[\forall x, y : f(x+y) = f(x) + y \cdot f'(x) + y^2 \cdot g(x, y)\]

for some \(g : R^2 \to R\) (cf., Proposition 1.7). In particular

\[\forall x \in R \forall d \in D : f(x+d) = f(x) + d \cdot f'(x)\]

But this characterizes the \(f'\) defined from Axiom 1.

**Theorem 3.8.** Assume \(R\) satisfies Axiom 1 (as above) and is a Fermat ring. Then for any \(M \in E\), the map

\[d : \text{hom}_E(M, R) \to \Lambda^1 M\]

is a \(T_R\)-derivation.
Proof. Let $\phi: \mathbb{R}^n \rightarrow \mathbb{R}$, and consider $g = (g_1, \ldots, g_n): M \rightarrow \mathbb{R}^n$. Then, for $s, t$ in $M$, $g(t) = g(s) + \mathcal{E}$ for some $\mathcal{E} = (e_1, \ldots, e_n) \in D(n)$, by Proposition 3.1 and the fact that $g$ preserves the relation $\sim_1$. So

$$
\frac{d}{d\gamma} g(s, t) = \phi(g(t)) - \phi(g(s)) = \phi(g(t)) - \phi(g(s) - \mathcal{E})
$$

by Taylor's formula (available because of Axiom 1). On the other hand

$$
d_1 = g_1(t) - g_1(s) = (dg_1)(s, t),
$$

so that the sum above becomes

$$
\frac{d}{d\gamma} g(t) \cdot d_1(s, t) = \frac{d}{d\gamma} (g \cdot d_1)(s, t)
$$

proving the Theorem.

§4. A topos model

Let $T$ be a Permat theory such that 2 is invertible in the commutative ring $\mathbb{K} = \mathbb{K}(0, 1)$. Let $\Lambda$ be the category of finitely generated $T$-algebras (i.e., $T$-algebras of the form $\mathbb{K}[X_1, \ldots, X_n]/I$ (I some ideal)). (It could also be taken to be some other suitable category of $T$-algebras, stable under those constructions we perform; the notion of "internal affine variety", to be given below must then be modified accordingly. - In particular, it could be the category of finitely presented $T$-algebras.)

We let $E$ be the topos $\mathbf{Set}^\Lambda$ (i.e., category of covariant functors from $\Lambda$ so $\mathbf{Set}$). We have the Yoneda embedding

$$
\mathbf{Set}^\Lambda \rightarrow \mathbf{Set}^\Lambda = \mathcal{F},
$$
It turns $X(X) \in A$ into a $T$-algebra object in $E$ (namely the forgetful functor $A \rightarrow \text{Set}$), which we denote $\mathcal{R}$. By the fullness of $y$,

$$\text{hom}_E(R^n, \mathcal{R}) = \text{hom}_A([k[X], k[X_1, \ldots, X_n]), k(X_1, \ldots, X_n)] = T(n, 1),$$

which one may express by saying that the full algebraic theory $\mathcal{T}_R$ of $\mathcal{R}$ is just the given $T$.

The category $E$ should be thought of as a category of "geometric" or smooth" objects. For the case where $T$ is the theory of commutative rings, it is a category whose use is well established in algebraic geometry, cf. e.g. [1], or [6] III.1. Any $T$-algebra $C \in A$ represents a geometric object, namely $y(C) \in E$, which we also denote $\mathcal{C}$. The $T$-algebra $C$ can be reconstructed as the set of functions (maps in $E$) from $\mathcal{C}$ to $R$; for,

$$\text{hom}_E(\mathcal{C}, R) = \text{hom}_A(y(C), y(k(X))) = \text{hom}_A(k\{X\}, C) = C,$$

the middle equality sign by Yoneda. So $T$-algebras will now appear as sets of $R$-valued functions on geometric objects; and modules will appear as subsets of such function sets, determined by further equational conditions.

More generally, functions $f: \mathcal{C} \rightarrow \mathcal{R}$ correspond by exponential adjointness to maps $C \otimes \overline{B} = C \otimes B \rightarrow R$, i.e. to elements $f \in C \otimes B$. Thinking of $E$ as a generalized element (cf.[6], Part II) of the functionspace object $\overline{B}$, and if $b: \mathcal{C} \rightarrow \mathcal{B}$ is a generalized element of $\overline{B}$ (defined at same stage, and corresponding under $y$ to a $T$-algebra map $\overline{y}: B \rightarrow C$), then we have the generalized element

$$f(b) \otimes C \Rightarrow R,$$

thus $f(b): \mathcal{C} \rightarrow R$, and it corresponds to an element $(f(b))^\ast \in C$ ;
we have

\[(f(b))^V = \binom{1}{b} (f^V)\]

where \(f \in C \bowtie B\), and where \(\binom{1}{b}: C \bowtie B \rightarrow C\) is that map from the coproduct, which has the identity of \(C\), and \(b^V\), as its two components. We shall generally omit the \(V\) from notation, and just use terminology like

"\(f \in C \bowtie \overline{B}\) reinterprets as \(f \in C \bowtie B\)"

and

"\(f(b) \in C \overline{R}\) reinterprets as \(\binom{1}{b}(f) \in C\)"

Being a \(\mathcal{T}\)-algebra, \(R\) is in particular a \(K\)-algebra, and the following Proposition refers to that structure.

\[\text{Proposition 4.1. The \(K\)-algebra } R \text{ satisfies Axiom } \frac{1}{K}W\]

(cf. [6] I.16), and it is a Fermat ring. In particular, it satisfies the form of Axiom \(1\) utilized in §3.

\[\text{Proof. Axiom } \frac{1}{K}W \text{ is proved like Corollary III, 1.3 in [6]}
\]

(using Proposition 1.8 3) to derive Axiom \(\frac{1}{K}W\) from Axiom \(\frac{1}{K}2\), to use the terminology of loc. cit.). To prove that \(R\) is a Fermat ring, let \(f \in C \overline{R}\). Then \(f\) reinterprets as \(f \in C \mathcal{B}(X) = \mathcal{C}(X)\), and the unique existence to be proved reinterprets as proving unique existence of \(g \in C(X,Y)\) so that

\[(4.1) \ F(X+Y) = f(X) + Y \cdot g(X,Y) \quad \text{in } C(X,Y).
\]

But we know by Proposition 1.5 that \(\mathcal{T}_C\) is a Fermat theory, which implies, for the given \(f \in \mathcal{T}_C(1,1) = \mathcal{C}(X)\) the unique exi-
stance of $g \in \mathbb{C}(2,1) = \mathbb{C}(X,Y)$, as in (4.1).

The point about working in $\text{Set}_{\mathbb{C}}^A \neq \mathbb{C}$ instead of in $\mathbb{A}_{\text{op}} \subseteq \text{Set}_{\mathbb{C}}^A$ is that $\mathbb{C}$ is a topos, so that any logical formula $\psi(x)$ about elements of an object $M$ has an extension:

\[(4.2) \quad \prod_{x \in M} \psi(x) \subseteq M ;\]

this is not true for $\mathbb{A}_{\text{op}}$, unless $\psi$ is purely equational, in general. The following key proposition deals with an object of form (4.2) with a $\psi$ which is not purely equational, and it so happens that, for the special case dealt with in this proposition, the extension in question is in $\mathbb{A}_{\text{op}}$ (i.e., is representable) if $M$ is.

Let $B$ be a finitely generated $\mathbb{T}$-algebra, and $I \subseteq B$ an ideal. Denote $B/I$ by $A$, and the surjective homomorphism $B = B/I \to A$ by $q$. It goes by $q$ to a monic $\overline{q} : \overline{B} \to \overline{A}$. In the following proposition, our main interest is assertion ii), assertion i) being included for completeness.

**Proposition 4.2.** We have the following equality of subobjects of $\overline{B}$:

\[(i) \quad \overline{A} = \overline{B}/I = \prod_{b \in B} \forall f \in \overline{B}; f/\overline{A} = 0 \Rightarrow f(b) = 0 \prod \]

Likewise, we have the following equality of subobjects of $\overline{A}$:

\[(ii) \quad \overline{B}/I = \prod_{b \in A} \forall f \in \overline{B}; f/\overline{A} = 0 \Rightarrow (f(b))^2 = 0 \prod \]

**Proof.** Let $b \in \overline{B}$. It reinterprets as a $\mathbb{T}$-homomorphism $\beta : B \to C$. To prove the equality of the two subobjects in (i) is tantamount to proving, for any such $\beta$, the equivalence of the following (4.3) and (4.4):
\[(4.3) \quad \beta \text{ factors across } B + A, \text{ i.e. } \beta \text{ annihilates } I^2 \]

and

\[(4.4) \quad \text{for every } c : C \rightarrow C' \text{ and every } f \in B \circ C \text{ which goes to } 0 \text{ by } g \circ C', \quad \left(\begin{array}{c} c \\ 1 \end{array}\right)(f) = 0. \]

Similarly, to prove the equality of the two subobjects in (ii) is tantamount to proving, for any such \( \beta \), the equivalence of the following (4.5) and (4.6):

\[(4.5) \quad \beta \text{ annihilates } I^2 \]

and

\[(4.6) \quad \text{for every } c : C \rightarrow C' \text{ and every } f \in B \circ C \text{ which goes to } 0 \text{ by } g \circ C', \quad \left(\begin{array}{c} c \\ 1 \end{array}\right)(f)^2 = 0. \]

The equivalence of the assertions (4.5) and (4.6) was proved in Proposition 2.8, noting that the assumption on \( f \) is equivalent to \( f \in I \circ C \) by Proposition 1.3. The proof of the equivalence of (4.1) and (4.4) is similar.

The Proposition will now be applied to the case where \( B = \Lambda \circ A \) and \( q : A \circ A \rightarrow A \) the codiagonal. Then \( E = \Lambda \circ \Lambda \), and \( \bar{q} \) is the diagonal \( \Delta : \bar{\Lambda} \rightarrow \Lambda \circ A \). Note that in this case, the subobject of \( E = \Lambda \circ \Lambda \) described on the right hand side of (ii) in the Proposition is \( \bar{\Lambda}(^{\{1\}}) \). So we conclude

\[ \text{Corollary 4.3. For a finitely generated } \pi \text{-algebra, the subobject } \bar{\Lambda}(^{\{1\}}), \text{ i.e.} \]

\[ \{ (a_1, a_2) \in \Lambda \circ \Lambda \mid \forall g \in R^\Lambda : (g(a_2) - g(a_1))^2 = 0 \} \]
equals \( y \) applied to \( A \theta A \sim (A \theta A)/I^2 \), where \( I \) is the kernel of the codiagonal \( A \theta A + A \).

To state one further Corollary of Proposition 4.2., let us agree to call two \( \lambda \)-homomorphisms \( a_1, a_2 : A \to B \) \( 1 \)-close to each other, if for every \( \alpha \in A \) \((a_1(\alpha) - a_2(\alpha))^2 = 0 \). Let \( A \) and \( B \) be in \( \mathcal{A} \).

**Corollary 4.4.** Let \( a_1, a_2 : A \to B \). Consider the following conditions:

i) \( a_1, a_2 \) are \( 1 \)-close

ii) \( a_1 \theta C, a_2 \theta C : A \theta C \to B \theta C \) are \( 1 \)-close for any \( C \)

("\( a_1 \) and \( a_2 \) are stably \( 1 \)-close")

iii) \( (a_1, a_2) \in \mathcal{A}(A) \).

We have (iii) \( \iff \) (ii) \( \iff \) (i) (and, for the purely algebraic case, also (i) \( \iff \) (ii)).

**Proof.** Assume (ii). To prove (iii) means

\[
\forall g \in \mathcal{A}: (g(a_1) - g(a_2))^2 = 0.
\]

So let \( \beta : B \to \bar{C} \) be a later stage, and \( g \in \mathcal{A}(\bar{C}) \). Then \( \beta \) and \( g \) reinterpret as

\[
\beta : B \to \bar{C} \quad \text{and} \quad g \in A \theta C,
\]

and the conclusion \((g(a_1) - g(a_2))^2 \) reinterprets as saying that the difference between the \( \lambda \)-homomorphisms \( \left( \beta \circ a_i \right) : A \theta B \to C \)

\((i = 1, 2)\) takes \( g \) into an element of square zero in \( C \). However,

\[
\left( \beta \circ a_i \right) = \left( \beta \right)_1 \circ (a_i \theta C), \quad i = 1, 2;
\]

since \( a_1 \theta C \) and \( a_2 \theta C \) are \( 1 \)-close, their difference takes \( g \) into an element of square zero. Since \( \left( \beta \right)_1 \) is a ring homomorphism (being a \( \lambda \)-homomorphism), the composites in (4.8) have the same
property as well.

Assume (iii). We first prove (i), let \( a \in A \). Now

\[
(a_1(a) - a_2(a))^2 = \left( a_1 \right)^2 (a_0 1 - 1 a_0, a_0) = \left( a_1 \right)^2 (a_0 1 - 1 a_0)^2,
\]

but \((a_0 1 - 1 a_0)^2 \in I^2\), which is annihilated by \(a_1\), by the assumption and Corollary 4.3, so (i) is proved. However, since (iii) is a synthetic statement, its validity is preserved by the functor \(- \circ C\) \( E \rightarrow E/C \). The argument just carried out for \(iii \Rightarrow i\) is valid in \( E/C \) for the Permut theory \( \Pi_c \), as well, and \((- \circ C\) take \(a_1, a_2\) to elements which reinterpret as \(a_1 \circ C, a_2 \circ C\), which thus are \(1\)-close, by i) applied in \(E/C\). We omit the proof of the parenthetical remark in the Corollary.

The following analysis now provides a proof of Theorem 2.3, for the case of a finitely generated \( A \). By Corollary 4.3, a map \( \omega: \bar{A}(1) \rightarrow R \) in \( E \) reinterprets as an element \( \bar{\omega} \) of \( A^\omega A/I^2 \). To say \( \omega/\Delta = 0 \) is equivalent to saying that \( \bar{\omega} \) belongs to the subset \( I/I^2 \subseteq A^\omega A/I^2 \). Thus, recalling the Definition 3.4 of 1-forms, we see that the set \( \Lambda^1(\bar{A}) \) of 1-forms on \( \bar{A} \), i.e., the set of those \( \omega: \bar{A}(1) \rightarrow R \) which vanish on \( \Delta: \bar{A} \rightarrow \bar{A}(1) \subseteq \bar{A} \times \bar{A} \) is identified with the set \( I/I^2 \). Together with identifications of the type \( \hom_E(\bar{C}, R) = C \), it fits into the following commutative diagram, in which only the map \( d: A \rightarrow I/I^2 \) has still to be described:

\[
\begin{array}{ccc}
\hom_E(A, R) & \longrightarrow & \Lambda^1(\bar{A}) \subseteq \hom_E(A(1), R) \\
\downarrow & & \downarrow \\
A & \longrightarrow & I/I^2 \\
\end{array}
\]

The unique map \( d \) (dotted arrow) which will make the left hand square commutative, is given by \( a \rightarrow 1 \omega a - a 1 \). To see this, it suffices to see the commutativity of

\[
\begin{array}{ccc}
A & \longrightarrow & \Lambda^1(\bar{A}) \\
\downarrow & & \downarrow \\
A^\omega A/I^2 & \rightarrow & A^\omega A.
\end{array}
\]
\[ \text{hom}_E(\overline{A}, R) \longrightarrow \text{hom}_E(\overline{A} \cdot \overline{A}, R) \]

\[ A \underset{\alpha}{\longrightarrow} A \cdot \overline{a} \cdot \overline{a} \]

Now \( g \mapsto g \cdot \text{proj}_2 \) corresponds to \( a \mapsto 1 \cdot a \cdot a \), and similarly for \( \text{proj}_1 \), so \( g \mapsto g(y) - g(x) \cdot (\partial g(x,y)) \) corresponds to \( a \mapsto 1 \cdot a \cdot a \cdot a \), since the identifications preserve the ring structure.

Furthermore, we have seen in §3 that \( \overline{A} \) carries a hom \((\overline{A}, R)\)-module structure, given by

\[ (g \cdot \omega)(x, y) = g(y) \cdot \omega(x, y). \]

The unique \( A \)-module structure on \( \mathbb{L}/\mathbb{I}^2 \) corresponding to this under the identification is easily analyzed as the one with

\[ a \cdot (t + \mathbb{I}^2) = (1 \cdot a \cdot a \cdot a) \cdot t \cdot t + \mathbb{I}^2 \]

for \( A \in \mathbb{A} \), \( t \in \mathbb{I} \in \mathbb{A} \cdot \mathbb{A} \). From the fact (Theorem 3.8) that \( \partial \) is a \( T \)-derivation, it therefore follows that \( \partial \) is a \( T \)-derivation. We shall finally prove that \( \partial \) is a universal \( T \)-derivation into \( A \)-modules. Let \( V \) be a finitely generated \( A \) (=hom(\overline{A}, R))-module, and let \( \partial : A \to V \) be a \( T \)-derivation.

Then we get a \( T \)-homomorphism \( \partial_1 : A \to A[x_1] \), \( \partial_1(a) = a + c \cdot \partial(a) \) (cf. Proposition 2.2). We also have a \( T \)-homomorphism \( \partial_0 : A \to A[x_1] \), \( \partial_0(a) = a + c \cdot \partial(a) \), corresponding to the zero derivation. Note \( A[x_1] \) is finitely generated. Clearly \( \partial_0 \) and \( \partial_1 \) are \( T \)-close. In fact, they are stably \( T \)-close. To see this let \( C \) be a \( T \)-algebra. Any element \( t \) in \( A \cdot \mathbb{C} \) can be written

\[ t = \varphi(\xi_1, \ldots, \xi_k, c_{k+1}, \ldots, c_n) \]

(with \( \xi_i \) short for \( x_i \cdot \alpha_i \), \( c_j \) for \( 1 \cdot c_j \), \( a_i \in A \), \( c_j \in \mathbb{C} \)), for some \( \varphi \in \mathcal{D}(n, l) \). Then
\[(a_0 \circ \mathcal{C}) (t) = \varphi (a_1 + \varepsilon \cdot \delta (a_1), \ldots, a_k + \varepsilon \cdot \delta (a_k), c_{k+1}, \ldots, c_n)\]

\[= \varphi (a_1, \ldots, a_k, c_{k+1}, \ldots, c_n) + \sum_{l=1}^{k} \frac{\partial \varphi (a_1, \ldots, a_k, c_{k+1}, \ldots, c_n)}{\partial a_l} \cdot \varepsilon \cdot \delta (a_l) .\]

Also \((a_0 \circ \mathcal{C}) (t)\) equals the first term in this expression, so the difference \(a_0 \circ \mathcal{C} - a_0 \circ \mathcal{C}\) takes \(t\) to the \(\sum_{l=1}^{k} \frac{\partial \varphi (a_1, \ldots, a_k, c_{k+1}, \ldots, c_n)}{\partial a_l} \cdot \varepsilon \cdot \delta (a_l)\), which has square zero because of the \(c_l\)'s.

Since \(a_0\) and \(a_1\) are stably \(1\)-close, we get from Corollary 4.4 that

\[\left(\begin{array}{c}
\delta_0 \\
\delta_1
\end{array}\right) : \Lambda \Lambda \to A[\varepsilon V] \]

annihilates \(I^2\), so factors across the projection \(\Lambda \Lambda = \Lambda \Lambda / I^2 \to A[\varepsilon V]\). The composite of \(\left(\begin{array}{c}
\delta_0 \\
\delta_1
\end{array}\right)\) with the projection \(\pi : A[\varepsilon V] \to A\) is the codiagonal, so it takes \(I\) into \(0\), so that \(\left(\begin{array}{c}
\delta_0 \\
\delta_1
\end{array}\right)\) takes \(I\) into the submodule \(\varepsilon V \subseteq A[\varepsilon V]\). It follows that \(\delta\) maps \(I / I^2\) into \(\varepsilon V = V\), and clearly it is an \(A\)-module map. To see

\[\delta \circ \delta = \delta,\]

let \(a \in A\). Then \(d(a) = 1 \circ a - a \circ 1\), so

\[\left(\begin{array}{c}
\delta_0 \\
\delta_1
\end{array}\right) (d(a)) = \delta_1 (a) - \delta_0 (a)\]

\[= (a + \varepsilon \cdot \delta (a)) - a = \varepsilon \cdot \delta (a),\]

so since \(\delta\) was defined as the restriction of \(\left(\begin{array}{c}
\delta_0 \\
\delta_1
\end{array}\right)\), (4.9) follows. We now prove the uniqueness of a map \(\delta\) which makes (4.9) hold for the given \(\delta\). If \(\delta'\) has \(\delta' \circ d = \delta\), we may subtract to get an \(A\)-module map \(v : I / I^2 \to V\) with \(\delta \circ v = 0\); we want to prove \(v = 0\). Let

\[s = \varphi (a_1 \circ 1, \ldots, a_k \circ 1, 1 \circ a_{k+1}, \ldots, 1 \circ a_n) \in I \subseteq \Lambda \Lambda\]

Since \(a_0 \circ 1 - 1 \circ a_1 = -a_1\), this may be written
\[ s = \varphi(\{a_1, \ldots, a_n\} - dA, \ldots, \{a_{k+1}, \ldots, a_n\}). \]

Then we have by Proposition/Definition 1.7 that

\[ s = \varphi(\{a_1, \ldots, a_n\}) - \sum_{i=1}^{k} \frac{\partial \varphi}{\partial x_i}(\{a_1, \ldots, a_n\} \cdot da) \mod I^2 \]

since \( da_i \in I \). Since \( s \in I \), \( \varphi(a_1, \ldots, a_n) = 0 \); so also

\[ \varphi(\{a_1, \ldots, a_n\}) = 1 \cdot \varphi(a_1, \ldots, a_n) = 0 \]

so

\[ s = -\sum_{i=1}^{k} \frac{\partial \varphi}{\partial x_i}(\{a_1, \ldots, a_n\} \cdot da) = -\sum_{i=1}^{k} (1 \cdot \varphi(a_1, \ldots, a_n)) \cdot da \mod I^2. \]

Since \( \varphi \) vanishes on \( I^2 \), and is an \( A \)-module map,

\[ \varphi(s) = -\sum_{i=1}^{k} \frac{\partial \varphi}{\partial x_i}(a_1, \ldots, a_n) \cdot \varphi(dA_i) \]

(recalling how the \( A \)-module structure was defined on \( I/I^2 \)).

But this is 0 since \( \varphi \) was assumed to be 0.

We have proved that \( d: A \rightarrow I/I^2 \) is a universal \( \mathcal{A} \)-derivation with respect to finitely generated \( A \)-modules. But since a \( \mathcal{A} \)-derivation \( \delta: A \rightarrow V \) into any \( A \)-module factors through the submodule generated by \( a_1, \ldots, a_m \) (where \( a_1, \ldots, a_m \) is a set of \( \mathcal{A} \)-algebra generators for \( A \) ), it follows that \( d \) has the universal property for derivations into any \( A \)-module. This proves Theorem 2.3 for the case \( A \) finitely generated.

For a general \( \mathcal{A} \)-algebra, write \( A = \lim A_i \), a filtered union of finitely generated \( \mathcal{A} \)-algebras. Then \( I = \lim I_i \), \( I^2 = \lim I_i^2 \), \( I/I^2 = \lim I_i/I_i^2 \), so the result easily follows from the finitely generated case.
We shall in a later § need the following Lemma (which in a terminology to be introduced there, expresses that \( R \) is soft).

**Lemma 4.5.** If \( B : \mathcal{B} \rightarrow \mathcal{A} \) is a surjective \( T \)-homomorphism in \( \mathcal{A} \), then, in \( E = \text{Set}^\mathcal{A} \), \( R^B : R^B \times R^A \) (where \( A \rightarrow \mathcal{B} \) is \( \mathcal{B} \)) is epic.

**Proof.** It suffices to show that for any \( C \in \mathcal{A} \), \( R^B(C) \times R^A(C) \) is surjective. This map reinterprets as the map \( 3aC : 3aC = A \times C \), so the Lemma just amounts to \( B \) surjective \( \Rightarrow 3aC \) surjective. Now in the category of \( T \)-algebras (for any algebraic theory), surjective is the same as regular epi, and regular epis in any category are preserved by taking coproduct with a fixed object.

§5. Linear algebra and the \( \mathcal{V} \)-construction

Let \( F \) be a topos, and \( R \) a commutative ring object in it, satisfying "Axiom 1", as in §3. In the application, \( F \) will be \( E/M \), where \( M \) is a suitably nice object in another topos \( E \), and \( R \) will be \( R \times M \rightarrow M \), where \( R \) is a ring object in \( E \) with good properties. In the present §, we shall talk about \( F \) as if it were the category of sets.

We shall be dealing with \( R \)-module objects \( V \) (typically, \( V = R^m \), or, for the case \( F = E/M \), the tangent bundle \( TM \rightarrow M \) of \( M \)), but many properties of these modules depend only on that part of the structure on \( V \) which consists in multiplication by elements ("scalars") from \( R \), so we find it convenient to put
Definition. An $R$-object is an object $V$ with a specified (global) element $0 : 1 \rightarrow V$, and with an associative action of $\{R, \cdot\}$,

$$R \times V \rightarrow V$$

denoted $(\lambda, v) \mapsto \lambda v$, such that $0v = 0$ and $\lambda 0 = 0$ for all $v \in V$ and $\lambda \in R$. A map $\varphi : V \rightarrow V'$ between two $R$-objects is homogeneous if $\lambda \varphi(v) = \varphi(\lambda v)$ for all $v \in V$ and $\lambda \in R$.

Examples include $R^n$, as well as the $D(n)$ of §3 (with $E = F$). Furthermore, if $V$ is an $R$-object, the following subobject $D(V)$ of it is also an $R$-object:

$$D(V) := \{ v \in V \mid (\varphi(v))^2 = 0 \text{ for all homogeneous } \varphi : V \rightarrow R \}.$$  

(The condition here must be read: "\(\forall \varphi \in R\): \(\varphi\) homogeneous \(\rightarrow\) \((\varphi(v))^2 = 0 \ \forall v\)" in order to yield the correct interpretation for the semantics of categorical logic, [6, II].)

Clearly, $D$ is functorial with respect to homogeneous maps $V \rightarrow V'$. Also, for all $d \in D = \{ x \in R \mid x^2 = 0 \}$, and all $v \in V$, $dv \in D(V)$. In particular, $0 \in D(V)$. From the equivalence (1) $\Rightarrow$ (4) in Proposition 3.1, we see that

$$D(R^n) = D(n).$$

For any $D$-preserving map $\omega : D(V) \rightarrow R$, and any $v \in V$, the map $D \rightarrow R$ given by $d \mapsto \omega(dv)$ is of form $d \mapsto \lambda d$ for some unique $\lambda \in R$, by Axiom 1. We denote this $\lambda$ by $\lambda = \hat{\lambda}(v)$. This defines a map $\hat{\omega} : V \rightarrow R$, characterized by the equation

$$\omega(dv) = d\hat{\omega}(v) \quad \forall d \in D, v \in V.$$
(Note that the uniqueness assertion in Axiom 1 for \( n = 1 \) may be stated: \( \forall \lambda \in \mathbb{R} \ (\forall d \in D: d\lambda = 0) \Rightarrow \lambda = 0 \), which we express verbally by saying "universally quantified \( d \)'s may be cancelled"; cf. e.g. [6], §1.1.)

**Proposition 5.1.** \( \hat{\omega}: \mathcal{V} \rightarrow \mathbb{R} \) is homogeneous for all \( 0 \)-preserving \( \omega: \mathbb{D}(\mathcal{V}) \rightarrow \mathbb{R} \).

**Proof.** \( d \cdot \hat{\omega}(\lambda \mathbf{v}) = \omega(d\lambda \mathbf{v}) = d\lambda \hat{\omega}(\mathbf{v}) \forall d \in D \). Cancelling the universally quantified \( d \), we get \( \hat{\omega}(\lambda \mathbf{v}) = \lambda \hat{\omega}(\mathbf{v}) \), for any \( \lambda \in \mathbb{R}, \mathbf{v} \in \mathcal{V} \).

**Proposition 5.2.** a) Given any \( 0 \)-preserving \( \omega: \mathbb{D}(\mathcal{V}) \rightarrow \mathbb{R} \), we have \( \hat{\omega}(d\mathbf{v}) = \omega(d\mathbf{v}) \forall \mathbf{v} \in \mathcal{V} \forall d \in D \).

b) Given a pair of homogeneous maps \( \phi, \phi': \mathcal{V} \rightarrow \mathbb{R} \), we have

\[
(\forall \mathbf{v} \in \mathcal{V} \forall d \in D: \phi(d\mathbf{v}) = \phi'(d\mathbf{v})) \Rightarrow (\phi = \phi').
\]

**Proof.** For a), \( \hat{\omega}(d\mathbf{v}) = d\hat{\omega}(\mathbf{v}) = \omega(d\mathbf{v}) \). For b)

\[
d\phi(y) = \phi(dy) = \phi'(dy) = d\phi'(y)
\]

for all \( d \in D \), so the result follows by cancelling the universally quantified \( d \).

This shows that homogeneous maps are characterized by their value on "vectors" of form \( d\mathbf{v} \), and that \( \hat{\omega} \) extends \( \omega \) for vectors of this form. The following Proposition gives equivalent conditions on \( \mathcal{V} \) for \( \hat{\omega} \) to extend \( \omega \) for all elements in \( \mathbb{D}(\mathcal{V}) \).

**Proposition 5.3.** The following conditions on an \( R \)-object \( \mathcal{V} \) are equivalent:

i) all \( 0 \)-preserving maps \( \omega: \mathbb{D}(\mathcal{V}) \rightarrow \mathbb{R} \) are homogeneous
ii) given any pair \( \omega, \omega' \) of maps \( \mathcal{D}(V) \to \mathcal{R} \), then

\[(\forall y \in \mathcal{D}, \forall d \in \mathcal{D}: \omega(dy) = \omega'(dy)) \Rightarrow (\omega = \omega')\]

iii) for any \( 0 \)-preserving \( \omega: \mathcal{D}(V) \to \mathcal{R} \), \( \hat{\omega} \) extends \( \omega \).

iv) \( \mathcal{D}(V) \) classifies homogeneous maps, i.e., to any \( 0 \)-preserving \( \omega: \mathcal{D}(V) \to \mathcal{R} \), there exists a unique homogeneous \( \hat{\omega}: V \to \mathcal{R} \) extending \( \omega \).

Proof. Assume i). The condition in ii) implies \( \omega(0) = \omega'(0) \), so we may as well assume both \( \omega \) and \( \omega' \) zero-preserving; the conclusion in ii) now follows by Proposition 5.2b). Next ii) implies iii) by Proposition 5.2a); iii) implies iv) by Proposition 5.2b) and 5.1. Finally, iv) \( \Rightarrow i \) is clear.

We shall need some general concepts which refer to the fixed ring object \( \mathcal{R} \). An internal affine variety is a subobject of some \( \mathcal{R}^N \), carved out by a family of equations, i.e., a joint equalizer of a family of maps \( \mathcal{R}^N \to \mathcal{R} \).

Also, we say that a monic map \( \mathcal{M} \to \mathcal{N} \) has the extension property if the induced \( \mathcal{R}^N \to \mathcal{R}^M \) is epic. Talking about the topos \( \mathcal{F} \) as if it were the category of sets, this reads: "every map \( \mathcal{M} \to \mathcal{R} \) extends to a map \( \mathcal{N} \to \mathcal{R} \), whence the name "extension property".

Finally, we shall say that \( \mathcal{R} \) is soft if every internal affine variety \( \mathcal{M} \to \mathcal{R}^N \) has the extension property.

Note that if \( \mathcal{A} \) is the category of finitely generated \( T \)-algebras, and \( \mathcal{E} = \text{Set}^\mathcal{A} \) (as in §4), then the internal affine varieties are exactly the representables, i.e., objects of form \( \mathcal{E} \mathcal{B} \) where \( \mathcal{B} \in \mathcal{A} \), and \( \mathcal{E} \) is an internal finitary affine variety iff \( \mathcal{B} \) is finitely presented. If \( \mathcal{A} \) is finitely presented \( T \)-alge-
bras, the internal finitary affine varieties are exactly the representables.

We now present some general theory about $\mathcal{R}$-modules $V$, where $\mathcal{R}$ is a Fermat-ring object in the sense of §3. We first remark that if $\mathcal{R}$ is a Fermat ring in $\mathcal{F}$, then the algebraic theory $T$ defined by

$$T(n,1) = \text{hom}_{\mathcal{F}}(\mathcal{R}^n, \mathcal{R})$$

is a Fermat theory (with $K = \text{hom}_{\mathcal{F}}(1, \mathcal{R})$). We even have the stronger result that all the "Taylor" developments of §1 (e.g., Proposition 1.7 and 1.7') are true when interpreted internally; thus in the logical notation of [6], [II], we have

$$\forall f \in \mathcal{R}^n \forall k_1, \ldots, k_n \in \mathcal{R}^n \exists h_{ij} \in \mathcal{R}^{2n} :$$

$$\forall x, y \in \mathcal{R}^n : f(x+y) = f(x) + \sum_i h_{ij}(x, y).$$

This is due to the fact that the property of being a Fermat ring is preserved by logical functors. We need this internal validity of Proposition 1.7, because this is precisely what allows us to use it as if $\mathcal{F}$ were the category of sets.

**Proposition 5.4.** Let $V \subset \mathcal{R}^n$ be a submodule, and suppose the inclusion has the extension property. Then every homogeneous \( \varphi : V \to \mathcal{R} \) extends to a homogeneous \( \mathcal{R}^n \to \mathcal{R} \).

**Proof.** Let \( \varphi : \mathcal{R}^n \to \mathcal{R} \) be an extension of the given \( \varphi \); such exists by the assumed extension property, but the extended \( \varphi \) is not necessarily homogeneous, except on \( V \). Since \( \varphi(0) = 0 \),
we may use the Fermat property, as expressed in Proposition/Definition 1.7, to write

\[ \varphi(x) = \sum_1 a_i \cdot x_i + \sum_{i,j} h_{ij}(x_i \cdot x_j) \quad \forall x = (x_1, \ldots, x_n) \in \mathbb{R}^n. \]

For any \( x \in V \), we have \( \lambda \varphi(x) = \varphi(\lambda x) \) so that

\[ \lambda (\sum a_i \cdot x_i + \sum_{i,j} h_{ij}(x_i \cdot x_j)) = \sum a_i \lambda x_i + \sum_{i,j} h_{ij}(\lambda x) \lambda x_i \cdot x_j \]

\( \forall x \in V \). Subtracting, the linear terms cancel, and we are left with

\[ \lambda \cdot \sum_{i,j} (h_{ij}(x_i \cdot x_j) - h_{ij}(\lambda x) \lambda x_i \cdot x_j) = 0, \quad \forall x \in V. \]

Fix \( x \in V \), and consider the square bracket as a function \( f_x(\lambda) \) of \( \lambda \). We then have

\[ \forall \lambda : \lambda \cdot f_x(\lambda) = 0. \]

The uniqueness assertion (applied to 0) in the assumption that \( R \) is a Fermat ring then gives \( f_x(0) = 0 \). In particular \( f_x(0) = 0 \). So

\[ \sum_{i,j} h_{ij}(x_i \cdot x_j) = 0 \quad \forall x \in V. \]

Therefore, \( \varphi(x) \) and \( \sum a_i x_i \) agree on \( V \), and the latter is clearly a linear function defined on all of \( \mathbb{R}^n \). This proves the Proposition.

**Corollary 5.5.** If \( V \subset \mathbb{R}^n \) is a submodule with the extension property, then

\[ D(V) = D(\mathbb{R}^n) \cap V \quad (= D(n) \cap V). \]
Proof. The inclusion $\subseteq$ is obvious, so let $v \in \mathcal{D}(n) \setminus \mathcal{V}$, and let $\varphi: \mathcal{V} \to \mathbb{R}$ be homogeneous. By the proposition, $\varphi$ extends to a homogeneous $\psi: \mathbb{R}^n \to \mathbb{R}$, and then $(\psi(v))^2 = 0$ since $v \in \mathcal{D}(\mathbb{R}^n)$.

§6. First neighbourhood of the zero section of the tangent bundle

We remind the reader of some of the category theory involved in the relationship between $\mathcal{E}$ and $\mathcal{F} = \mathcal{E}/\mathbb{M}$. First, we have the functor $(\ )_\mathbb{M}: \mathcal{E} \to \mathcal{E}/\mathbb{M}$ given by

$$
\chi_\mathbb{M} = \left[ \mathbb{M} \times X \xrightarrow{\text{proj}} \mathbb{M} \right]
$$

It is a logical functor, and in particular, it preserves exponentiation, and it has adjoints on both sides, denoted $\Sigma_\mathbb{M}$ and $\Pi_\mathbb{M}$, respectively, or $\Sigma$ and $\Pi$, for short, since $\mathbb{M}$ will be kept fixed. The functor $\Sigma$, left adjoint to $(\ )_\mathbb{M}$, is given by

$$
\Sigma(Z \to \mathbb{M}) = Z
$$

whereas the right adjoint $\Pi$ to $(\ )_\mathbb{M}$ can be described the following way (if we talk about $\mathcal{E}$ as if it were the category of sets):

$$
\Pi(Z \to \mathbb{M}) = \text{set of sections of } Z \to \mathbb{M}
$$

$$
\text{where } \mathcal{E}_m \text{ is the fibre of } Z \to \mathbb{M} \text{ over } m \in \mathbb{M}. \text{ The following Lemma is probably well known.}
$$

Lemma 6.1. The functor $\Pi: \mathcal{E}/\mathbb{M} \to \mathcal{E}$ reflects epimorphisms.
Proof. Let \( f : n \to \mathbb{S} \) be a morphism in \( E/M \), displayed in \( E \) as a commutative triangle
\[
\begin{array}{ccc}
Y & \xrightarrow{f} & Z \\
\downarrow & & \downarrow \\
\, & \, & \\
\Pi_f & \searrow & \mathbb{S} \\
\, & \, & \downarrow m \\
\, & \, & \cong
\end{array}
\]
and assume \( \Pi_f \) epi in \( E \). We must prove \( f \) epi in \( E/M \).
It suffices to prove \( f \) epi in \( E \). We prove this as if \( E \)
served the category of sets. So let \( z \in \mathbb{S} \) be given. We construct
a section \( \sigma \) of \( z \) by putting \( \sigma(m) = z \) \( \forall m \in M \). Since
\( \Pi_f \) is epi, this means that there exists a section \( \eta \) of \( n \)
with \( \Pi_f(\eta) = \sigma \), so for \( \eta = \sigma \). Then \( f(\eta(m)) = \sigma(m) = z \),
so that \( \eta(m) \) maps to \( z \) by \( f \). (For any \( m \in M \), in fact;
in particular for \( m = \zeta(z) \), say.) This proves \( f \) surjective.

Proposition 6.2. If
\[
\begin{array}{ccc}
Y & \xrightarrow{f} & M \times P \\
\downarrow & & \downarrow \text{proj} \\
\, & \, & \\
\, & \, & M \\
\end{array}
\]
is a monic in \( E/M \) such that \( f : Y \twoheadrightarrow M \times P \) has the extension
property w.r.t. to \( R \) in \( E \), then \( f : n \twoheadrightarrow P_M \) has the extension
property w.r.t. to \( R_M \) in \( E/M \).

Proof. Let us temporarily denote exponentiation in \( E \) and
\( E/M \) by \( \mathbb{A} \) and \( \mathbb{A}_M \) respectively (so \( A \mathbb{B} \) denotes \( B^A \),
for \( A \) and \( B \) in \( E \)). To prove \( f \mathbb{A}_M \mathbb{A}_M \) epi in \( E/M \), it
suffices, by the Lemma, to prove
\[
\Pi(f \mathbb{A}_M \mathbb{A}_M) \text{ epi in } E.
\]
But the adjunction \( \Sigma-I()_M \) is \( E \)-enriched (where \( E/M \) is
enriched over $E$ via $M$), so that

$$
\Pi(f \Delta_M \mathcal{R}_M) \cong \Sigma f \Delta R
$$

which is epic by assumption on $f = \Sigma f$.

The results of the previous § will now be applied to the
case where $F = E/M$, and where $E$ in turn is a topos in which
there is given a ring object $R$; $M$ will be an internal affine
variety (relative to $R$). The "R" in $F$ will be $R_M$. We
assume that $REF$ satisfies Axiom 1 of synthetic differential
geometry (as in §3, say), and is a Fermat ring. Since $(\cdot)_M$ is
a logical functor, these same things will hold for $R_M$ in $F$.
Also, $R$ will be assumed to be soft. It is not clear to us
whether this implies $R_M$ soft.

We denote by $TM \in F$ the tangent bundle $TM \to M$ (or $M^D \to M$)
of $M$. Since $M$ is infinitesimally linear, it is canonically an
$R_M$-module object in $F$. Talking set-theoretically about $F$, this
might be expressed: the fibres of $M^D \to M$ are $R$-modules.

Applying the $\Psi$-construction (§5) to this $R_M$-module in
$F$ yields an object $\Psi(TM) \subseteq TM$. Applying $\Sigma$ to this again,
yields a subobject

$$
\Sigma \Psi TM \subseteq \Sigma TM = TM = M^D
$$

which we denote $D(M)$. Thus

$$
D(M) \subseteq M^D.
$$

The fact that $Q_M \in \Psi(TM)$ gives, by application of $\Sigma$, that the
0-section $M \to TM$ of the tangent bundle factors through $D(M)$.
We call $D(M)$ the first neighbourhood of the zero section (of
the tangent bundle).
Let us identify $T(R^n)$ with $R^n \times R^n$ in the standard way:
any $t \in T(R^n)$ is of form $t(d) = x + d \cdot y$ $\forall d \in D$ for unique
$(x, y) \in R^n \times R^n$, and may be identified with $(x, y) \in R^n \times R^n$.
Under this identification $\lambda \cdot t$ (for $\lambda \in R$) becomes identified
with $(x, \lambda \cdot y)$.

Now suppose $M$ is an internal affine variety, defined by
the family of equations $f_i(x) = 0$ $\forall x \in I$, where $f_i : R^n \to R$.
Under the identification $T(R^n) = R^{2n}$, we have

$$TM \subseteq T(R^n) = R^{2n},$$

and it is clear that $TM \subseteq R^{2n}$ is carved out by a family of
equations: $(x, y)$ belongs to $TM$ iff $x \in M$ (i.e. $f_i(x) = 0$ $\forall i \in I$)
and $df_i(x)(y) = 0$ $\forall i \in I$. So $TM$ is an internal affine variety,
and finitary if $M$ is. We may see $TM \subseteq M \times R^n$ as $T$ applied to

$$TM \subseteq (R_M)^n \text{ in } F = E/M.$$

This subobject is a submodule for the ring $R_M$, since (talking
about $E$ as if it were the category of sets) each fibre $(TM)_m$
of $TM$ is a sub-$R$-module of $(m \times R^n) (m \in M)$. (Actually,
$TM \subseteq (R_M)^n$ is an internal affine variety, relative to $R_M$, carved
out by $R_M$-linear equations only.)

Proposition 6.3. $TM \subseteq TM$ classifies homogeneous maps
$TM \to R_M$, i.e. the equivalent conditions of Proposition 5.3 hold
(with $V = TM$, $R = R_M$).

Proof. Since $R$ in $E$ is soft, and $TM \subseteq R^{2n}$ is an internal
affine variety, $TM \subseteq R^{2n}$ has the extension property, and hence
so does $TM \subseteq M \times R^n$. Since $TM = ETM$, it follows from Prop-
osition 6.2 that $TM \subseteq (R^n)_M = (R_M)^P$ has the extension
property, relative to $R_M$. Since it is furthermore an $R_M$-
module, we may apply Corollary 5.5 to conclude that

\[ \mathcal{D}(TM) = \mathcal{D}(R^n |_M \times TM) \quad (\in TM). \]

But

\[ \mathcal{D}(R^n |_M) = (\mathcal{D}(R^n) |_M = (\mathcal{D}(n)) |_M'. \]

using that \( (\cdot)_M \) is a logical functor, and using (5.1). So

\[ \mathcal{D}(TM) = \mathcal{D}(n)_M \times TM \subseteq [R^n]_M'. \]

Applying \( \Sigma \), we get

\[ (6.1) \quad \Sigma \mathcal{D} TM = (\Sigma \times \mathcal{D}(n)) \times TM \subseteq M \times R^n \subseteq R^{2n}. \]

Since \( TM \subseteq R^{2n} \), and clearly also \( M \times R(n) \subseteq R^{2n} \), are internal affine varieties, we conclude from softness of \( R \) that \( \Sigma \mathcal{D} TM \subseteq R^{2n} \) has the extension property. But hence so does \( \Sigma \mathcal{D} TM \subseteq M \times R^n \). By Proposition 6.2, we therefore conclude that \( \mathcal{D} TM \subseteq R^n |_M \) has the extension property relative to \( R^n |_M \). To prove condition (3) in Proposition 5.3, let \( \omega : \mathcal{D} TM \to R^n |_M \) be \( 0 \)-preserving. By the extension property just proved, we extend it to a \( 0 \)-preserving map \( \omega' : R^n |_M \to R^n |_M'. \) By the format property for \( R^n |_M \), \( \omega' \) may be written

\[ \omega'(x) = \Sigma a_{ij} x_i + \Sigma a_{ij}(x) x_i x_j. \]

The last sum is zero on \( \mathcal{D}(R^n |_M) \), and hence on \( \mathcal{D}(TM) \), so \( \omega'(x) = \Sigma a_{ij} x_i \) here, so \( \omega \) is homogeneous on \( \mathcal{D}(TM) \). But \( \omega' \) agrees with \( \omega \) on \( \mathcal{D}(TM) \), hence \( \omega \) itself is homogeneous. This proves the proposition.

By a linear-1-form on an object \( M \) in \( E \), we understand a fibrewise \( R \)-homogeneous map \( TM \to R \). (If \( M \) is in-
finitely linear, in particular if it is an internal affine variety, this is equivalent to: fibrewise R-linear.

We let $\text{DM}$ denote $\Sigma \Omega TM$, so if $M$ is an internal affine variety, (6.1) expresses

\begin{equation}
\text{DM} = (M \times D(n)) \cap TM \subseteq \mathbb{R}^{2n}.
\end{equation}

As a Corollary of the above Proposition, we shall obtain, with assumptions on $R$ as above:

**Theorem 6.4.** Let $M \subseteq \mathbb{R}^n$ be an internal affine variety.

Then restriction produces a bijective correspondence between linear-1-forms on $M$, and $0$-preserving maps $\text{DM} \rightarrow R$, in other words, "$\text{DM}$ classifies linear-1-forms on $M$".

**Proof.** This proceeds via a string of natural bijective correspondences:

\[
\begin{array}{ccc}
\text{DM} = \Sigma \Omega TM & \rightarrow & R \\
\downarrow & & \downarrow \\
\Omega TM & \rightarrow & R_M \\
\downarrow & & \downarrow \\
TM & \rightarrow & R_M \\
\downarrow & & \downarrow \\
\Sigma TM & \rightarrow & R
\end{array}
\]

where the middle correspondence follows from Proposition 6.3, and the two other ones are by $\Sigma \rightarrow (\ )_M$. Since the middle correspondence is mediated via restriction, then so is the total one.

The reader may as an exercise derive the following description of $\text{DM} = \Sigma \Omega TM$, in terms as if $E$ were the category of sets: $t \in TM$ belongs to $\text{DM}$ if for every "cotangent", i.e. for every $R$-linear $\omega: T_t(0) M \rightarrow R$, we have $(\omega(t))^2 = 0$. This implies that $(\omega(t))^2 = 0$ for every linear-1-form $\omega: TM \rightarrow R$, but not conversely, so far we can see.
ON 1-FORM CLASSIFIERS

The theorem just proved produces, for \( M \) an internal affine variety, an object \( DM \) which classifies linear 1-forms, i.e., such that a linear 1-form on \( M \) is just a map \( \omega: DM \to R \) (with a normalization property \( \omega(z) = 0 \) where \( z \) is the zero section). This should be compared with the situation for the "non-linear" forms studied in \( \S 3 \); they were classified by \( M(1) \), by the very definition. To complete the comparison, we should therefore give an equational description of \( M(1) \), analogous to the description \((6,2)\) of \( DM \). So let \( M \), as above, be an internal affine variety, \( M \subseteq R^m \), carved out by the family of equations \( \{ f_1(x) = 0 \mid 1 \in I \} \).

Proposition 6.5. The subobject \( M(1) \subseteq M \times M \subseteq R^m \times R^m \) is given as \( M(1) = (M \times M) \cap (R^m)(1) \), so that

\[
M(1) = \{(x,y) \in R^{2m} \mid \bigwedge_{i \in I} f_i(x) = 0 \wedge \bigwedge_{j \in I} f_j(y) = 0 \\
\wedge (x-y) \in D(m) \}.
\]

In particular, it is an internal affine variety.

Proof. Since any map, in particular \( M \to R^m \), preserves the 1-neighbour relation, we immediately get that

\[
M(1) \subseteq M \times M \cap R^m(1).
\]

Conversely, let \( (x,y) \in M \times M \), and let \( x \sim_1 y \) in \( R^m \), i.e., \( x - y \in D(m) \). Let \( g: M \to R \) be any function. Since \( M \subseteq R^m \) is an internal affine variety and \( R \) is soft, \( g \) extends to a map \( g: R^m \to R \), and so \( (g(x) - g(y))^2 = 0 \) because \( x \sim_1 y \) in \( R^m \). But this proves that \( x \sim_1 y \) in \( M \).

Corollary 6.6. If \( A \) is a finitely presented \( \mathbb{T} \)-algebra, then \( A/\mathcal{A}/I^2 \) is finitely presented.
Proof. Consider the topos $\mathbf{Set}^\mathcal{A}$ of §4 ($\mathcal{A}$ = finitely generated $\mathbb{T}$-algebras), and let $X = \mathfrak{A}$. It is thus finitarily affine, and hence so is $M_{(1)}$, by Proposition 6.5. But $M_{(1)}$ is by Corollary 4.3 represented by $A \otimes A/I^2$, which thus must be finitely presented.

§7. Comparison between the two neighbourhoods: exponential map

Let $M$ be any object in $\mathcal{E}$. If $v \in T^*_X M$, $v$ is an infinitesimal curve $D \to M$. The infinitesimal beginning of an exponential map $TM \to M$, but defined only in $DM$,

$$DM \overset{\mathsf{e}}{\longrightarrow} M,$$

should clearly satisfy the equation

$$(7.1) \quad e(d \cdot v) = v(d) \quad \forall d \in D,$$

(Recall from classical differential geometry that the exponential map $e : TM \to M$ (relative to some connection on $M$) satisfies the equation

$$e(\lambda v) = \tilde{v}(\lambda) \quad \forall \lambda \in \mathbb{R},$$

where $\tilde{v} : \mathbb{R} \to M$ is the geodesic curve through $v$; in particular $\tilde{v}(d) = v(d) \quad \forall d \in D$. Thus (7.1) is just the infinitesimal part of this equation.)

For arbitrary $N$, there may be no map $e : DM \to M$ satisfying equation (7.1), or there may be several. However, on the assumptions on $(\mathcal{E}, R)$ as in §6, we have:
Proposition 7.1. Let \( M \) be an internal affine variety.
Then there exists a unique map \( e : DM \to M \) such that (7.1) holds
for any \( v \in TM \). Furthermore, considering \( DX \times M \times D(n) \) as in
(6.1), let \( v = (u, v) \); then \( e(v) = u + v \).

Proof. We first prove uniqueness. Since \( M \) can be em-
bedded in some \( \mathbb{R}^n \), it suffices to prove that maps \( DM \to \mathbb{R} \) are
characterized by their values on elements in \( DM \) of form \( d \cdot v \)
\( (d \in D, \ v \in TM) \), meaning diagrammatically that the map

\[
\begin{array}{ccc}
R^{DM} & \xrightarrow{R^M} & R^{D \times TM} \\
\downarrow{\phi \downarrow} & & \downarrow{\phi \downarrow} \\
(D_M \times TM) & \xrightarrow{(D_M \times TM) \phi (D_M \times TM)} & D_M \times TM \\
\end{array}
\]

(7.2)

induced by the multiplication \( \mu : D \times TM + DM \) is monic. By Prop-
osition 6.3, the equivalent conditions in Proposition 5.3 hold
for \( TM \) in \( E/M \). In particular, ii) in this Proposition says
that

\[
\begin{array}{ccc}
DM & \xrightarrow{\phi_M} & R_M \\
\downarrow{\phi_M} & & \downarrow{\phi_M} \\
(D_M \times TM) & \xrightarrow{(D_M \times TM) \phi_M (D_M \times TM)} & D_M \times TM \\
\end{array}
\]

(7.3)

is monic, \( \phi_M \) denoting, as in the proof of Proposition 6.2, ex-
ponentiation in \( E/M \). The functor \( \Pi_M : E/M \to E \) preserves monics,
and gives (7.2) when applied to (7.3), by the \( E \)-enrichment of
\( E \to (\cdot)_M \) (cf. the proof of Proposition 6.2). This proves the
uniqueness.

To show the existence, let \( M \) be carved out of \( \mathbb{R}^n \) by a
family of equations \( f = 0 \), where \( f : \mathbb{R}^n \to \mathbb{R} \). So \( D(M) \subseteq M \times \mathbb{R}^n \)
is identified with a subset of \( M \times D(n) \), as in (6.2). Let \( v \in DM \),
\( v = (u, v) \). Define \( e(v) = e(u, dv) = u + dv - v(d) \). It only remains
to be seen that for \( v \in DM \), \( u + v \in M \). Let one of the equations
defining \( M \) be \( f = 0 \). Then

\[
f(u + v) = f(u) + df_u (v) + h(u) (v),
\]

(7.4)
where \( h(u)(v) \) is of degree \( \geq 2 \) in the coordinates of \( v \).

But \( f(u) = 0 \) since \( u \in M \), and \( df_u(v) = 0 \) since \( (u,v) \in TM \).

Finally \( h(u)(v) = 0 \) since \( v \in D(n) \). This finishes the proof.

For \( M \) an internal affine variety, consider the map

\[
e: DM \longrightarrow M \times M
\]

defined by \( \tilde{e}(v) = (v(0), e(v)) \).

**Proposition 7.2.** The map \( \tilde{e} \) maps \( DM \) bijectively onto \( M(1) \subseteq M \times M \) and takes the zero section \( z: M \rightarrow DM \) to the diagonal \( \Lambda: M \rightarrow M(1) \).

**Proof.** Let \( M \subseteq R^n \), carved out by equations, as in the proof of the previous proposition. So, as there, \( DM \subseteq M \times D(n) \). Let \( v \in DM \), \( v = (u,v) \), and \( e(v) = u \cdot v \in M \). Since \( v \in D(n) \), it follows from Proposition 6.5 that \( (u,u \cdot v) \in M(1) \), so

\[
\tilde{e}(v) = (e(0), e(v)) = (u, u \cdot v) \in M(1).
\]

We define an inverse for \( \tilde{e}: DM \rightarrow M(1) \) by considering the map

\[
\sigma: M(1) \longrightarrow R^{2n}
\]

defined by \( \sigma(x,y) = (x,y-x) \). We prove \( \sigma(x,y) \in DM \) by using (6.2) and Proposition 6.5. By the latter, \( y-x \in D(n) \). Since \( x \) and \( y \) belong to \( N \), and \( y-x \in D(n) \), an expansion similar to (6.2) gives \( (x,y-x) \in DM \). Clearly \( \sigma \), as a map \( M(1) \rightarrow TM \), is a two-sided inverse for \( \tilde{e}: TM \rightarrow M(1) \), and takes \( (x,x) \) to \( (x,0) \), proving the Proposition.
As a first Corollary of the Proposition, we may derive Theorem 2.4 from Theorem 2.3 (which has already been proved).

For, let us return to the specific topos considered in §4. If \( M \) is carved out of \( \mathbb{R}^n \) by \( f_i = 0 \ (i \in I) \), we have

\[
D(M) = \left\{ (x, y) \in \mathbb{R}^{2n} \mid \bigwedge_{i \in I} f_i(x) = 0 \land \bigwedge_{i \in I} df^i_x(y) = 0 \right\} \\
\bigwedge_{j, k} (y_j, y_k = 0) \right\}
\]

by (6.2). We have \( D(M) \cong M(1) \) by Proposition 7.1, so

\[
\text{hom}_E(M, R) \xrightarrow{d} \Lambda^1 M = \left\{ \omega : M(1) \to R \mid \omega \Delta = 0 \right\}
\]

\[
\cong \left\{ \omega : D(M) \to R \mid \omega \Delta = 0 \right\}
\]

is a universal derivation. If \( A = K[X_1, \ldots, X_n]/\langle (f_i)_{i \in I} \rangle \), so that \( \text{hom}_E(M, R) = A \), this composite is

\[
A \xrightarrow{d'} \left\{ \omega : D(M) \to R \mid \omega \Delta = 0 \right\} \subseteq \text{hom}_F(D(M), R) ;
\]

by (7.5) the codomain here equals \( \mathcal{H} \) as defined in Theorem 2.4, and the submodule \( \Omega_A \) of those \( \omega \in \text{hom}_F(D(M), R) \) with \( \omega \Delta = 0 \) corresponds to the ideal generated by the \( y_i \)'s.

Let us identify the \( d' \) of (7.6). It suffices to do this for the case \( M = \mathbb{R}^n \), in view of the naturality of the correspondence \( D(M) \cong M(1) \) with respect to the inclusion \( M \subseteq \mathbb{R}^n \). Then the \( d' \) of (7.6) equals the composite

\[
K[X_1, \ldots, X_n] \xrightarrow{\text{hom}_E(\mathbb{R}^n, R)} \xrightarrow{d} \text{hom}_E(\mathbb{R}^n(1), R) \xrightarrow{\text{hom}(\delta, R) \circ \text{hom}(D(M), R)} \text{hom}_E(D(\mathbb{R}^n), R) = \text{hom}_E(\mathbb{R}^n \times D(n), R) .
\]

For \( \varphi \in \text{hom}(\mathbb{R}^n, R) \), \( (d\varphi)(x, y) = \varphi(y) - \varphi(x) \), so since

\[
\varepsilon(x, d) = (x, x+d), \quad \text{hom}(\delta, R) \circ d \text{ sends } \varphi \text{ to the map } \mathbb{R}^n \times D(n) \to R
\]
given by

\[ (x, x + d) \mapsto \varphi(x + d) - \varphi(x) = \sum_{i=1}^{3} \frac{\partial \varphi}{\partial x_i} (x) \cdot d_i. \]

Rewriting \( d \) as \( \gamma \) yields the formula of Theorem 2.4 (writing \( d \) instead of \( d' \)).

Finally, let us prove \( \Lambda = \Lambda_\epsilon \Omega_\Lambda \). Let \( f \in \Lambda = \text{Hom}_\epsilon (\text{D}(M), R) \). We have the zero section \( z: M \to \text{D}(M) \subseteq TM \) of the projection map \( p: \text{D}(M) \to M \), and \( z \circ p: \text{D}(M) \to \text{D}(M) \) is idempotent,

\[ (z \circ p) \circ (z \circ p) = z \circ p. \]

So the \( R \)-linear endo-map \( z \) on \( A = \text{Hom}_\epsilon (\text{D}(M), R) \) given by \( f \mapsto f \circ z \circ p \) decomposes \( A \) into a direct sum, whose factors are \( A \) and \( \Omega_\Lambda \), respectively (note \( \Omega_\Lambda = \ker(Z) = \text{Im}(Id - Z) \). It remains to be shown that the \( R \)-linear map

\[ A \xrightarrow{z} A \oplus \Omega_\Lambda = A \oplus \Omega_\Lambda \]

preserves the \( \mathcal{T} \)-algebra structure. It suffices to see that the elements in \( \ker(Z) = \text{Im}(Id - Z) \) have square zero in \( A = \text{Hom}_\epsilon (\text{D}(M), R) \). With \( M \subseteq \mathbb{R}^n \) as above, let \( f \in \text{Hom}_\epsilon (\text{D}(M), R) \); \( f \) may be extended to a function on \( \mathbb{R}^n \times D(n) \supseteq D(M) \). Then

\[ (Id - Z) (f)(x, d) = f(x, d) - f(x, 0) = \sum_{i=1}^{3} \frac{\partial f}{\partial x_i} (x, 0), \]

which has square zero. This proves Theorem 2.4.

The following Theorem gives a synthetic comparison between the two 1-form notions considered.

**Theorem 7.3.** Let \( M \) be an internal affine variety. Then there is a natural bijective correspondence between the set \( \Lambda^1(M) \) of 1-forms on \( M \) (in the sense of §3) and the set of linear-3-forms on \( X \); namely, to \( \omega \in \Lambda^1 M \), we associate the
linear 1-form $\tilde{\omega}$ classified by

$$
\begin{array}{ccc}
D(M) & \overset{\tilde{\pi}}{\longrightarrow} & M(1) \\
\downarrow \omega & & \downarrow R.
\end{array}
$$

Explicitly, $\tilde{\omega}$ is determined by

$$
d \circ \tilde{\omega}(t) = \omega(t(0), t(d)) \quad \forall d \in D
$$

for any $t \in M^D = T \Sigma$.

Proof. In view of Proposition 7.2, it only remains to prove (7.7). Let $\tilde{\omega}$ be the linear 1-form classified by $\omega \circ \tilde{\pi}$. Then

$$
d \circ \tilde{\omega}(t) = \omega(dt) = \omega(\tilde{\omega}(dt)) = \omega((dt)(0), \phi(dt)) = \omega(t(0), t(d)).
$$

This shows (7.7).

Let us finally note that the considerations of §§3, 6 and 7 apply to some well adapted models for synthetic differential geometry. In particular, let $A$ be the category of finitely presented algebras for the algebraic theory $T_\omega$ of smooth functions

$$
T_\omega(n, 1) = C^\omega(\mathbb{R}^n, \mathbb{R}).
$$

It is known (cf. e.g. [6]) that if $M \in MF :=$ the category of smooth manifolds, then $C^\omega(M) \in A$. Also, there exists (cf. e.g. [6]) a subcanonical Grothendieck topology $j$ on $A^{op}$ ("the open-cover topology") such that the sheaf category $\tilde{A}^{op}$ is a well-adapted model, via the functor $i: MF \rightarrow \tilde{A}^{op}$ given by $M \mapsto C^\omega(M)$; note $C^\omega(M) \in \text{Set}^A$, but it lives in the subcategory $\tilde{A}^{op} \subseteq \text{Set}^A$, because $j$ is subcanonical. The $T_\omega$-algebra object
\( R = I(R) = \mathcal{C}^\infty(R) \) is well known to be a Permat ring and satisfy Axiom \( \text{V}^R \), cf. e.g. [6]. The inclusion \( \breve{\text{Set}}^R \subseteq \text{Set}^A \) preserves extensions of universally quantified formulas, and it also preserves exponentials. Since, for a surjection \( B \to A \), the map \( \breve{R}^B \to \breve{R}^A \) is epic in \( \text{Set}^A \) (by softness of \( R \)), and lives in \( \breve{\text{Set}}^R \), it follows that \( R \) is soft when viewed in \( \breve{\text{Set}}^R \).

The internal finitary affine schemes relative to \( R \) are exactly the representables \( \breve{A} = yA \) with \( A \in A \). Since \( \breve{A} \in \text{Set}^A \) is an extension of a universally quantified formula,

\[
I\{ (a,b) \in \breve{A} \times \breve{A} \mid \forall g \in \breve{A} : (g(a) - g(b))^2 = 0 \},
\]

and in \( \text{Set}^A \) is an internal affine variety, it is representable, and hence lives in \( \breve{\text{Set}}^R \), and is the extension (7.10) there as well, since the inclusion \( \breve{\text{Set}}^R \subseteq \text{Set}^A \) preserves such extensions.

In particular, let \( M \) be a manifold. Then

\[
I(M) = C^\infty(M)
\]

we have \( C^\infty(M) \otimes C^\infty(M) = C^\infty(M \times M) \), and the codiagonal \( \gamma: C^\infty(M) \otimes C^\infty(M) \to C^\infty(M) \) becomes identified with \( C^\infty(M \times M) \to C^\infty(M) \), "restriction along the diagonal \( \Delta_M: M \to M \times M \), such that the kernel \( I \) of \( \gamma \) simply consists of smooth functions \( M \times M \to \mathbb{R} \) vanishing on \( \Delta_M \). But, in \( \text{Set}^A \), we have

\[
\overline{C^\infty(M)}(1) = \overline{C^\infty(M) \otimes C^\infty(M)/I^2}
\]

(Corollary 4.3), and hence we have this in \( \breve{\text{Set}}^R \) as well, so that

\[
(I(M))(1) = \overline{C^\infty(M)}(1) = \overline{C^\infty(M \times M)/I^2}
\]

Similarly for open subsets \( U \subseteq M \). In fact, \( (iM)(1) \) may be described in terms of the topological space \( M \), with the sheaf
of rings

\[ U \longrightarrow C^\infty(U \times U)/(I_U)^2, \]

via the canonical way of associating a ringed space to a \( T_\infty \)-algebra, cf. [3].

We remark that all these considerations also apply to the well-adapted model defined by all \( T_\infty \)-algebras presented by an ideal of local character [3] (= germ determined [6]). Here we have infinitely presented internal affine varieties which are representable. Also the remarks apply to the "Smooth Zariski Topos" defined by all finitely generated \( T_\infty \)-algebras, but with finite covers only (cf. [8]).

\section{Differential forms as \( \Omega \)-valued quantities}

We consider the topos \( \mathcal{E} = \text{Set}^A \), as in §4. The \( \Omega \)-construction \((A \to \Omega_A)\) of §2 is a functor \( A \to \text{Set} \), hence an object of \( \mathcal{E} \), which we denote \( \Omega \). Since each \( \Omega_A \) is in a natural way an \( A \)-module, it follows that \( \Omega \) has the structure of \( \mathbb{R} \)-module object in \( \mathcal{E} \). Also, the derivations \( d : A \to \Omega_A \) give rise to a \( \mathbb{R} \)-derivation

\[ d : \mathbb{R} \to \Omega. \]

We shall give the following reformulation of some of the results proved. Let \( A \in \mathcal{A} \), i.e. \( A \) is a finitely generated \( T \)-algebra.

\textbf{Theorem 8.1.} There are natural bijective correspondences between the following sets
1) $\Omega_A$

2) $\lambda^1(\bar{A})$ (= set of 1-forms on $\bar{A}$, = set of $\omega: \bar{A} \times \bar{A} \to \mathbb{R}$ with $\omega_{\Delta} = 0$)

3) the set of linear 1-forms $\bar{\omega}$ on $\bar{A}$ (= set of fibrewise $\mathbb{R}$-homogeneous maps $\mathbb{E} \bar{A} \to \mathbb{R}$).

Proof. The bijection between 1) and 2) was established in §4 during the proof of Theorem 2.3; the bijection between 2) and 3) follows from Theorem 7.3.

Theorem 3.2. The $\mathbb{R}$-module object $\Omega$ classifies linear-1-forms, i.e., for any $\mathbb{M} \in \mathcal{E}$, there is a natural bijective correspondence between

1) $\text{hom}_E(\mathbb{M}, \Omega)$

2) the set of linear-1-forms on $\mathbb{M}$.

Proof. We first consider the case where $\mathbb{M}$ is representable, $\mathbb{M} = \bar{A}$ for some $\mathbb{A} \in \mathcal{A}$, or equivalently, an internal affine variety. Then a map $\mathbb{M} \to \Omega$ corresponds, by Yoneda's lemma, to an element $\in \Omega(\bar{A}) = \Omega_{\bar{A}}$. This, in turn, corresponds to a linear-1-form on $\bar{A} = \mathbb{M}$, by Theorem 8.1.

For general $\mathbb{M}$, we write $\mathbb{M} = \lim \bar{A}_i$ (colimit of representatives). Then, writing $\text{hom}$ for $\text{hom}_E$, and $\text{hom}_n$ for "set of fibrewise $\mathbb{R}$-homogenous maps", we have
\[ \text{hom}(M, G) = \text{hom}(\varprojlim A_i, G) = \varprojlim \text{hom}(A_i, G) \]

\[ = \varprojlim \text{hom}_h(TA_i, R) \quad \text{(by what has already been proved)} \]

\[ = \text{hom}_h(\varprojlim TA_i, R), \]

but \( T \) commutes with colimits, by "Axiom 3", [6] I§18; this axiom evidently holds for the present \( E, R \). Therefore

\[ \text{hom}_h(\varprojlim TA_i, R) = \text{hom}_h(T \varprojlim A_i, R) = \text{hom}_h(TM, R), \]

establishing the bijection claimed in the theorem.

We leave to the reader to verify that if \( f: M \to R \) is a map, then the composite

\[ M \xrightarrow{f} R \xrightarrow{d} \mathbb{R} \]

corresponds, under the bijection, to the 1-form \( df: TM \to R \) where \( df(t) = \text{principal part of } f(t) \), for \( t: D \to M \).

The existence of an \( q \), and \( d: R \to q \) with the property in Theorem 8.2 and in this last remark, was envisaged and proved by Lawvere [8] on the basis of Axiom 3. (He used the notation \( \Sigma^1(R) \) for \( q \)).

The reader may wonder why we in §3 and 6 have introduced the (external) set of 1-forms \( \wedge^1 \mathcal{M} \), respectively, the (external) set of linear-1-forms, rather than the evident internal versions of the same, e.g. the object \( \text{hom}_h(TM, R) \in E \) of linear-1-forms on \( \mathcal{M} \). One reason is that it is not clear whether this is
"morally" correct, for, in general

$$\text{hom}_h(TM, R)$$ and $$\Omega^M$$

are different objects, even though they, by Theorem 8.2, have
the same "externalization" (= set of global sections). To wit,
take e.g. $$M = \mathbb{1}$$. Then $$\text{hom}_h(TM, R) = \mathbb{1}$$ whereas $$\Omega^\mathbb{1} = \Omega$$, which
is not equal to $$\mathbb{1}$$ (if it were, there would not be non-trivial
linear-1-forms on any object, by Theorem 8.2). So $$\Omega^M$$ appears
to be richer than $$\text{hom}_h(TM, R)$$.

The reason for the headline of the present § may be found
in [6], §20, or in [8].
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