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Preface

This book deals with a certain aspect of the theory of smooth manifolds, namely
(for each k) the kth neigbourhood of the diagonal. A part of the theory pre-
sented here also applies in algebraic geometry (smooth schemes).

The neighbourhoods of the diagonal are classical mathematical objects. In
the context of algebraic geometry, they were introduced by the Grothendieck
school in the early 1960s; the Grothendieck ideas were imported into the con-
text of smooth manifolds by Malgrange, Kumpera and Spencer, and others.
Kumpera and Spencer call them “prolongation spaces of order k”.

The study of these spaces has previously been forced to be rather techni-
cal, because the prolongation spaces are not themselves manifolds, but live
in a wider category of “spaces”, which has to be described. For the case of
algebraic geometry, one passes from the category of varieties to the wider cat-
egory of schemes; for the smooth case, Malgrange, Kumpera and Spencer,
and others, described a category of “generalized differentiable manifolds with
nilpotent elements” ([66] p. 54).

With the advent of topos theory, and of synthetic differential geometry, it
has become possible to circumvent the construction of these various categories
of generalized spaces, and instead to deal axiomatically with the notions. This
is the approach we take; in my opinion, it makes the neighbourhood notion
quite elementary and expressive, and in fact, provides a non-technical and ge-
ometric gateway to many aspects of differential geometry; I hope the book can
be used as such a gateway, even with very little prior knowledge of differential
geometry.

Therefore, the audience I have in mind with this book is anybody with a
reasonable mathematical maturity, who wants to learn some differential ge-
ometry; but of course, I also invite the differential geometer to see aspects of
his/her field from the synthetic angle, using the neighbourhood notion.
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Preface 7

The specific requirements for reading the book is knowledge of multivari-
able calculus and linear algebra, and of basic commutative ring theory. Also,
we require some basic category theory, in particular as it applies in the category
of sets: the category of sets is a topos.

Concretely about the axiomatics: rather than specifying what (generalized)
spaces are, we specify what a category E of generalized spaces should look
like. And the simplest is to start this specification by saying: “the category E

is a topos” (more precisely, a topos E in which there is given a commutative
ring object† R). For, as we know now, – through the work of Lawvere and the
other topos theorists – toposes behave almost like the category of naive sets,
so familiar to all mathematicians. In other words, whatever the objects (the
“generalized spaces”) are, we may reason about them as if they were sets –
provided we only reason “constructively”, e.g. avoid using the law of excluded
middle. It is natural in differential geometry to avoid this law, since it is any-
way by use of this law that non-smooth functions are constructed. An aspect
of this “as if” is that the words “set” and “space” are used synonymously: both
mean just “an object of E ”.

The reasoning in a topos as if it just were the topos of naive sets is the core
in the synthetic method. The synthetic method opens the way to an axiomatic
treatment of some aspects of differential geometry, (as well as of analytic,
algebraic etc. geometry).

For many aspects of differential geometry, such axiomatic treatment is well
documented in many publications; this particularly applies to the aspects de-
riving from the notion of tangent vector and tangent bundle, and their gener-
alizations; see [36] and the references therein (notably the references in the
2nd edition 2006). We do not presuppose that the reader is familiar with [36],
nor with the other treatises on synthetic differential geometry, like [88] or [70]
– provided he/she is willing to take the step of thinking in terms of naive set
theory. We shall in the Appendix recapitulate the basic ingredients for the
interpretation of naive set theory in toposes, but we shall not go into the doc-
umentation that the method is healthy. At the time of 1981 ([36] 1st edition)
or 1991 ([88]), this issue had to be dealt with more energetically: both for the
question of how to interpret naive set theory in a topos, and for the question of
actually producing toposes which were models for the various axioms.

The particular geometric notions and theorems that we expound in synthetic
form are mainly paraphrased from the classical differential geometric litera-
ture; I have chosen such theories where the neigbourhood notions appeared to
be natural and gave transparency. They all belong to local differential geom-

† This ring object is intended to model the geometric line.



8 Preface

etry; no global considerations enter. For this reason, the key kind of objects
considered, manifolds M, may as well be thought of as open subsets of finite
dimensional vector spaces V ; locally, any manifold is of course like this. Many
proofs, and a few constructions, therefore begin with a phrase like “it suffices
to consider the case where M is an open subset of a finite dimensional vec-
tor space V . . . ”; and sometimes we just express this by saying “in a standard
coordinatized situation. . . ”. However, it is important that the notions and con-
structions (but not necessarily the proofs) are from the outset coordinate free,
i.e. are independent of choice of coordinatization of M by V . (The notion of
open subset, and the derived notion of a space being locally something, we
shall, for flexibility, take as axiomatically given; see Appendix Section 9.6.)

I have not attempted (nor been able) to give historical credits to the classical
notions and theories, since my sources (mainly textbooks) are anyway not the
primary ones (like Riemann, Lie, Cartan, Ehresmann, . . . ). Most of these top-
ics expounded are discussed from the synthetic viewpoint in scattered articles
(as referenced in the bibliography). I shall not list these topics completely here,
but shall just give a list of some “key words”: affine connections, combinatorial
differential forms, geometric distributions, jet bundles, (Lie-) groupoids, con-
nections in groupoids, holonomy and path connections, Lie derivative, princi-
pal bundles and principal connections, differential operators and their symbols,
Riemannian manifolds, Laplace operator, harmonic maps.

For the reader with some previous experience in synthetic differential ge-
ometry, in the form as in [36], [69]/[70], or [88], some comparison may be
expedient.

Most of the theory which we develop here only depends on core axiomatics
for synthetic differential geometry, and it is satisfied in all the standard models
– both the well-adapted models for C∞ manifolds (cf. [13] and [88]), and the
topos models for algebraic geometry, as studied by the Grothendieck school,
as in [12].

For the most basic topics, like the “Kock-Lawvere” axiom scheme, and the
multivariable calculus derived from it, we develop these issues from scratch in
Chapter 1, and this Chapter therefore has some overlap with [36].

Otherwise, the overlap with [36] is quite small; for, the synthetic part (Part
I) of that book dealt with arbitrary “microlinear” spaces, and could therefore
not go into the more specific geometric notions that exist only for finite di-
mensional manifolds, and precisely such notions are the topic of the present
book.

The reader should not take this book as anything like a complete survey of
the present state of synthetic differential geometry; a wealth of important as-
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pects are left out. This in particular applies to the applications of the synthetic
method to the “infinite dimensional” spaces that appear in functional analysis,
say, in calculus of variations, continuum mechanics, distribution theory (in the
sense of Schwartz). . . ; the theory of such spaces becomes more transparent by
being seen in a cartesian closed category, and in fact, motivated the invention
of, and interest in, cartesian closed categories in the mid sixties, cf. [71]. The
bibliography in the Second Edition (2006) of [36] provides some references;
notably [43], [60], [61], [62].

The question of formulating integration axioms, and finding well-adapted
topos models for them, is hardly touched upon in the present book, except that
a possible formulation of the Frobenius integrability theorem is attempted in
Section 2.6. Similarly for “infinitesimal-to-local” results. There are some deep
investigations in this direction in [10] and [99].

Neither do we touch on the role of “tinyness/atomicity” of those infinitesi-
mal objects that occur in synthetic differential geometry. To say that an object
D in a cartesian closed category is tiny (or is an atom) is to say that the functor
(−)D has a right adjoint. Except for the terminal object 1, naive reasoning is
incompatible with tinyness. On the other hand, tiny objects give rise to some
amazing theory, cf. [72]; e.g. to the construction of a category E0 of “discrete”
spaces out if the category E of “all” spaces. Also, they give rise to construction
of “spaces” classifying differential forms and de Rham cohomology, cf. [15];
almost a kind of Eilenberg-Mac Lane spaces.

The neighbourhoods of the diagonal are, as said, invented in algebraic geom-
etry, and make sense there even for spaces (schemes) which are not manifolds.
Much of the theory developed here for manifolds therefore makes sense for
more general schemes, as witnessed by the work of Breen and Messing, [7];
I regret that I have not been able to include more of this theory. Some simple
indication of the neighbourhoods of the diagonal, for affine schemes from a
synthetic viewpoint, may be found in [15] §4 and in §1 [51].

We use the abbreviation ‘SDG’ for synthetic differential geometry.

Acknowledgements
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1
Calculus and linear algebra

One does not get far in differential geometry without calculations. This also
applies for that synthetic approach which we present. We develop in this chap-
ter the basic calculus and algebra needed. The fundamental differentiation
process (formation of directional derivatives) here actually becomes part of
the algebra, since the classical use of limit processes is eliminated in favour
of the use of infinitesimal subspaces of the number line R and of the coordi-
nate vector spaces Rn. These infinitesimal spaces are defined in an algebraic,
and ultimately coordinate free, way, so that they may be defined as subspaces
of arbitrary finite dimensional vector spaces V . The combinatorial notion of
“pairs of points in V which are k-neighbours” (k = 0,1,2, . . .), written x∼k y, is
introduced as an aspect of these infinitesimal spaces. The neighbour relations
∼k are invariant under all, even locally defined, maps. This opens up for the
consideration of the neighbour relations in general manifolds in Chapter 2.

The content of this chapter has some overlap with the existing textbooks on
SDG (notably with Part I of [36]) and is, as these, based on the KL axiom
scheme.

1.1 The number line R

The axiomatics and the theory to be presented involves a sufficiently nice cat-
egory E , equipped with a commutative ring object R, the “number line” or
“affine line”; the symbol R is chosen because of its similarity with R, the stan-
dard symbol for the ring of real numbers. The category E is typically a topos,
(although for most of the theory, less will do). Thus the axiomatics deals with
a ringed topos (E ,R). The objects of E are called “spaces”, or “sets”; these
words are used as synonyms, as explained in the Appendix. Therefore also
“ring object” is synonymous with “ring”. Also, “map” is synonymous with

11



12 Calculus and linear algebra

“smooth map”, equivalently, the phrase “smooth” applies to all maps in E , and
therefore it is void, and will rarely be used.

Unlike R, R is not assumed to be a field, because this would exclude the
existence of the ample supply of nilpotent elements (elements x∈R with xn = 0
for some n) which are basic to the axiomatics presented here. We do, for
simplicity, assume that R has characteristic 0, in the sense that the elements
1+1, 1+1+1, etc. are invertible; equivalently, we assume that R contains the
field Q of rational numbers as a subring. (Part of the theory can be developed
without this assumption, or with the assumption that x+x = 0 implies x = 0; in
fact, as said in the Preface, part of the theory originates in algebraic geometry,
where positive characteristic is taken seriously.) – For some arguments, we
need to assume that R is a local ring: “if a sum is invertible, then at least one
of the terms in it is invertible”. In Chapter 8, we shall furthermore assume that
R is formally real, in the sense that if x1 is invertible, then so is ∑

n
i=1 x2

i ; or we
shall even assume that R is Pythagorean, in the sense that a square root of such
sum exists. – No order relation is assumed on R.

Since R is not a field, and the logic does not admit the rule of excluded mid-
dle, the theory of R-modules is not quite so simple as the classical theory of
vector spaces over a field. Therefore we have to make explicit some points and
notions. A linear map is an R-linear map between R-modules. An R-module V
is called a finite dimensional vector space if there exists a linear isomorphism
between V and some Rn, in which case we say that V has dimension n. The
phrase (quantifier) “there exists” has to be interpreted according to sheaf se-
mantics; in particular, it suffices that V is locally isomorphic to Rn. If U and V
are finite dimensional vector spaces, a linear inclusion j : U→V makes U into
a finite dimensional subspace of V if there exists a linear complement U ′ ⊆V
with U ′ likewise finite dimensional.

An example of a linear subspace (submodule) of a finite dimensional vector
space, which is not itself a finite dimensional vector space, is given in Exercise
1.3.4.

A manifold is a space which locally is diffeomorphic to a finite dimensional
vector space; to explain the phrase “locally”, one needs a notion of open subset.
This notion of “open”, we shall present axiomatically as well (as in algebraic
geometry), see Appendix. A main requirement is that the set R∗ of invertible
elements in R is an open subset.

Note that R∗ is stable under addition or subtraction of nilpotent elements: if
x is nilpotent, say xn+1 = 0, and a ∈ R∗, then a−x ∈ R∗; for, an inverse for it is
given by the geometric series which stops after the nth term, by the nilpotency
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assumption on x; thus, since xn+1 = 0,

(1− x)−1 = 1+
n

∑
k=1

xn.

This relationship between “invertible” and “nilpotent”, together with the sta-
bility properties of the property of being open, together imply that open subsets
M of Rn are “formally open”, meaning that if a ∈M and x ∈ Rn is “infinitesi-
mal” in the sense described in the next Section, then a+ x ∈M. In most of the
theory to be developed, the notion of open could be replaced by the weaker no-
tion of formally open. In a few places, we write “(formally) open”, to remind
the reader of this fact. But we do not want to overload the exposition with too
much esoteric terminology.

1.2 The basic infinitesimal spaces
We begin by describing some equationally defined subsets of R, of Rn (= the
vector space of n-dimensional coordinate vectors), and of Rm·n (= the vector
space of m× n-matrices over R). The descriptions are then given in coordi-
nate free form, so that we can generalize them into descriptions of analogous
subobjects, with Rn replaced by any finite dimensional vector space V .

The fundamental one of these subsets is D⊆ R,

D := {x ∈ R | x2 = 0}.

More generally, for n a positive integer, we let D(n)⊆ Rn be the following set
of n-dimensional coordinate vectors x = (x1, . . . ,xn) ∈ Rn:

D(n) := {(x1, . . . ,xn) ∈ Rn | x jx j′ = 0 for all j, j′ = 1, . . . ,n},

in particular (by taking j = j′), x2
j = 0, so that D(n)⊆ Dn ⊆ Rn. The inclusion

D(n)⊆ Dn will usually be a proper inclusion, except for n = 1. Note also that
D = D(1). Note that if x is in D(n), then so is λ ·x for any λ ∈ R, in particular,
−x is in D(n) if x is. In general, D(n) is not stable under addition. For instance,
for d1 and d2 in D, we have that d1 +d2 ∈ D iff (d1,d2) ∈ D(2) iff d1 ·d2 = 0.

The objects D and D(n) may be called first order infinitesimal objects. We
also have kth order infinitesimal objects: if k is any positive integer, Dk ⊆ R is

Dk := {x ∈ R | xk+1 = 0}.

More generally

Dk(n) := {(x1, . . . ,xn) ∈ Rn | any product of k +1 of the xis is 0 }.

Note D = D1, D(n) = D1(n); and that Dk(n)⊆ Dl(n) if k ≤ l.
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The notation for the spaces D, D(n), Dk, and Dk(n) is the standard one of
SDG. The following space D̃(m,n) is less standard, and was first described in
[36] §I.16 and §I.18, with the aim of constructing a combinatorial notion of
differential m-form; see Chapter 3. †

The subset D̃(m,n)⊆ Rm·n is the following set of m×n matrices [xi j] (m,n≥
2):

D̃(m,n) := {[xi j] ∈Rm·n | xi jxi′ j′ + xi′ jxi j′ = 0

for all i, i′ = 1, . . . ,m and j, j′ = 1, . . . ,n}.

– We note that the equations defining D̃(m,n) are row-column symmetric;
equivalently, the transpose of a matrix in D̃(m,n) belongs to D̃(n,m). Also
clearly any p× q submatrix of a matrix in D̃(m,n) belongs to D̃(p,q) (p and
q≥ 2). For, if the defining equations

xi jxi′ j′ + xi′ jxi j′ = 0 (1.2.1)

hold for all indices i, i′, j, j′, they hold for any subset of them. And since each
of the equations in (1.2.1) only involve (at most) four indices i, i′, j, j′, we see
that for an m× n matrix to belong to D̃(m,n), it suffices that all of its 2× 2
submatrices belong to D̃(2,2).

If [xi j] ∈ D̃(m,n), we get in particular, by putting i = i′ in the defining equa-
tion (1.2.1), that for any j, j′ = 1, . . . ,n

xi jxi j′ + xi jxi j′ = 0.

Since 2 is assumed cancellable in R, we deduce from this equation that xi jxi j′ =
0, which is to say that the ith row of [xi j] belongs to D(n). – Similarly, the jth
column belongs to D(m).

An m×n matrix is in D̃(m,n) iff all its 2×n submatrices are in D̃(2,n). We
have a useful characterization of such 2×n matrices:

Proposition 1.2.1 Consider a 2× n matrix as an element (x,y) of Rn×Rn.
Then (x,y) ∈ D̃(2,n) iff x ∈ D(n), y ∈ D(n) and for any symmetric bilinear
φ : Rn×Rn→ R, φ(x,y) = 0.

Proof. The left hand sides of the defining equations (1.2.1) with i = 1 and
i′ = 2 generate the vector space of symmetric bilinear maps Rn×Rn→ R, and
for i = i′ = 1, (1.2.1) means that x ∈ D(n), and similarly for i = i′ = 2, (1.2.1)
means that y ∈ D(n).

† The object D̃(m,n) is denoted ΛmD(n) in [46].
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In Chapter 8, we shall have occasion to study an infinitesimal space DL(n)⊆
Rn (the “L” is for “Laplace”); for n≥ 2,

DL(n) = {(x1, . . . ,xn) ∈ Rn | x2
1 = . . . = x2

n and xi · x j = 0 for i 6= j}.

It is easy to see that D1(n)⊆ DL(n)⊆ D2(n) (or, see the calculations after the
proof of Proposition 8.3.2). (For n = 1, we put DL(n) := D2(n).)

Coordinate free aspects of Dk(n)

We may characterize Dk(n)⊆ Rn in a coordinate free way:

Proposition 1.2.2 Let x ∈ Rn. Then x ∈Dk(n) if and only if for all k +1-linear
φ : (Rn)k+1→ R, we have φ(x, . . . ,x) = 0. Equivalently, x ∈ Dk(n) if and only
if for all k +1-homogeneous Φ : Rn→ R, we have Φ(x) = 0.

Proof. This follows because the monomials of degree k + 1 in n variables
span the vector space of k + 1-linear maps (Rn)k+1 → R; and the Dk(n) is by
definition the common zero set of all these monomials.

In particular, x ∈ D(n) iff for all bilinear φ : Rn×Rn→ R, φ(x,x) = 0.

Because of the Proposition, we may define D(V ) and Dk(V ) for any finite
dimensional vector space (= R-module isomorphic to some Rn):

D(V ) := {v ∈V | φ(v,v) = 0 for any bilinear φ : V ×V → R }, (1.2.2)

and similarly

Dk(V ) := {v ∈V | φ(v,v, . . . ,v) = 0 for any (k +1)-linear φ : V k+1→ R }
(1.2.3)

or equivalently

Dk(V ) = {v ∈V |Φ(v) = 0 for any (k +1)-homogeneous Φ : V → R }.

(For the coordinate free notion of “homogeneous map”, see Section 9.7.) For
V = Rn, we recover the objects already defined, Dk(Rn) = Dk(n).

It is clear from the coordinate free presentation that if φ : V1→V2 is a linear
map between finite dimensional vector spaces, then

φ(Dk(V1))⊆ Dk(V2). (1.2.4)

The construction Dk is actually a functor from the category of finite dimen-
sional vector spaces to the category of pointed sets (the “point” being 0 ∈
Dk(V )⊆V ).
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Exercise 1.2.3 Prove that

D(V ) = {v ∈V | φ(v,v) = 0 for any symmetric bilinear φ : V ×V → R }.

(Hint: use (1.2.2), and decompose φ into a symmetric bilinear map and a skew
bilinear map.)

Proposition 1.2.4 Let U be a finite dimensional subspace of a finite dimen-
sional vector space V . Then D(U) = D(V )∩U.

Proof. The inclusion ⊆ is trivial. For the converse, assume x ∈ U ∩D(V ).
To prove x ∈ D(U), it suffices, by the (coordinate free version of) Proposition
1.2.2, to prove that φ(x,x) = 0 for all bilinear φ : U ×U → R. But given such
φ , it extends to a bilinear ψ : V ×V → R, since U is a retract of V . Then
ψ(x,x) = 0, since x ∈ D(V ), hence φ(x,x) = 0.

Alternatively, prove the assertion for the special case where i : Rm → Rn is
the canonical inclusion of a coordinate hyperplane, and argue that the notions
in question are invariant under linear isomorphisms.

A subset S ⊆ D(V ) is called a linear subset (we should really say: a finite
dimensional linear subset, to be consistent) if it is of the form D(V )∩U for a
finite dimensional linear subspace U ⊆ V . (Actually, under the axiomatics to
be introduced in the next Section, U is uniquely determined by S.) Then by
Proposition 1.2.4, S = D(U).

If f : V1 → V2 is a linear isomorphism between finite dimensional vector
spaces, and S ⊆ D(V1) is a linear subset, then its image f (S) ⊆ D(V2) is a
linear subset as well.

Proposition 1.2.5 Let V be a finite dimensional vector space. Then if d ∈
Dk(V ) and δ ∈ Dl(V ), we have d +δ ∈ Dk+l(V ).

Proof. It suffices to consider the case where V = Rn, so d = (d1, . . . ,dn), δ =
(δ1, . . . ,δn). The argument is now a standard binomial expansion: a product
of k + l + 1 of the coordinates of (d1 + δ1, . . . ,dn + δn) expands into a sum of
products of k + l +1 dis or δ js; in each of the terms in this sum, there is either
at least k +1 d-factors, or at least l +1 δ -factors; in either case, we get 0.

For any finite dimensional vector space V , we define the kth order neighbour
relation u∼k v by

u∼k v iff u− v ∈ Dk(V ).
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If this holds, we say that u and v are kth order neighbours. The relation∼k is a
reflexive relation, since 0∈Dk(V ), and it is symmetric since d ∈Dk(V ) implies
−d ∈ Dk(V ). It is not a transitive relation; but we have, as an immediate
consequence of Proposition 1.2.5:

Proposition 1.2.6 If u∼k v and v∼l w then u∼k+l w.

We are in particular interested in the first order neighbour relation, u ∼1 v
which we sometimes therefore abbreviate into u ∼ v; and we use the phrase
u and v are neighbours when u ∼1 v. The (first-order) neighbour relation is
the main actor in the present treatise. The higher order neighbour relation will
be studied in Section 2.7. In Chapter 8 on metric notions, the second order
neighbour relation plays a major role.

It follows from (1.2.4) that any linear map between finite dimensional vector
spaces preserves the property of being kth order neighbours. (In fact, under the
axiomatics in force from the next Section and onwards, any map preserves the
kth order neighbour relations.)

Remark. There are infinitesimal objects ⊆ Rn which are not coordinate free,
i.e. which cannot be defined for abstract finite dimensional vector spaces V
instead of Rn; an example is Dn ⊆ Rn, i.e. {(d1, . . . ,dn) ∈ Rn | d2

i = 0 for all i}.
Concretely, this can be seen by observing that Dn is not stable under the action
on Rn of the group GL(n,R) of invertible n× n matrices. The infinitesimal
object DL(n) is not stable under GL(n) either, but it is stable under O(n), the
group of orthogonal matrices and is studied in the Chapter 8 on metric notions.

Aspects of D̃

The equations (1.2.1) defining D̃(m,n) can be reformulated in terms of a cer-
tain bilinear β : Rn×Rn→ Rn2

, where β (x,y) is the n2-tuple whose j j′ entry
is x jy j′ + x j′y j. Then an m×n matrix X (m,n≥ 2) is in D̃(m,n) if and only if
β (ri,ri′) = 0 for all i, i′ = 1, . . . ,m (ri denoting the ith row of X).

Note that this description is not row-column symmetric. But it has the ad-
vantage of making the following observation almost trivial:

Proposition 1.2.7 If an m×n matrix X is in D̃(m,n), then the matrix X ′ formed
by adjoining to X a row which is a linear combination of the rows of X, is in
D̃(m+1,n).

(There is of course a similar Proposition for columns.) Combining this
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Proposition with the observation that the rows of a matrix in D̃(p,n) are in
D(n), we therefore have

Proposition 1.2.8 If X is a matrix in D̃(m,n), then any row in X is in D(n), and
also any linear combination of rows of X is in D(n). – Similarly for columns.

We have a “geometric” characterization of matrices in D̃(m,n) in terms of
the (first-order) neighbour relation ∼, namely the equivalence of 1) and 2) (or
of 1) and 3)) in the following

Proposition 1.2.9 Given an m×n matrix X = [xi j] (m,n≥ 2). Then the follow-
ing five conditions are equivalent: 1) the matrix belongs to D̃(m,n); 2) each of
its rows is a neighbour of 0 ∈ Rn, and any two rows are mutual neighbours; 3)
each of its columns is a neighbour of 0 ∈ Rm, and any two columns are mutual
neighbours. 2’) any linear combination of the rows of X is in D(n); 3’) any
linear combination of the columns of X is in D(m).

Proof. We have already observed (Proposition 1.2.8) that 1) implies 2’), which
in turn trivially implies 2).

Next, assume the condition 2). Let ri denote the ith row of the matrix. Then
the condition 2) in particular says that the ri and ri′ are neighbours; this means
that for any pair of column indices j, j′,

(ri− ri′) j · (ri− ri′) j′ = 0

where for a vector x ∈ Rn, x j denotes its jth coordinate. So

(xi j− xi′ j) · (xi j′ − xi′ j′) = 0.

Multiplying out, we get

xi jxi j′ − xi jxi′ j′ − xi′ jxi j′ + xi′ jxi′ j′ = 0. (1.2.5)

The first term vanishes because ri ∈ D(n), and the last term vanishes because
ri′ ∈ D(n). The two middle terms therefore vanish together, proving that the
defining equations (1.2.1) for D̃(m,n) hold for the matrix; so 1) holds. This
proves equivalence of 1), 2), and 2’). The equivalence of 1), 3), and 3’)
now follows because of the row-column symmetry of the equations defining
D̃(m,n).

Remark 1.2.10 The condition 2) in this Proposition was the motivation for
the consideration of D̃(m,n), since the condition says that the m rows of the
matrix, together with the zero row, form an infinitesimal m-simplex, i.e. an
m + 1-tuple of mutual neighbour points, in Rn; see [36] I.18 and [48], as well
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as Chapter 2 below. – In the context of SDG, the theory of differential m-
forms, in its combinatorial formulation, has for its basic input-quantities such
infinitesimal m-simplices. The notion of infinitesimal m-simplex, and of affine
combinations of the vertices of such, make invariant sense in any manifold N,
due to some of the algebraic stability properties (in the spirit of Proposition
1.2.11 below) which D̃(m,n) enjoys.

The set of matrices D̃(m,n) was defined for m,n ≥ 2 only, but it will make
statements easier if we extend the definition by putting D̃(1,n)= D(n), D̃(m,1)=
D(m), D̃(1,1) = D (here, of course, we identify Rp with the set of 1× p matri-
ces, or p×1 matrices, as appropriate). By Proposition 1.2.8, the assertion that
p×q submatrices of matrices in D̃(m,n) are in D̃(p,q) retains its validity, also
for p = 1 or q = 1.

Proposition 1.2.11 Let X ∈ D̃(m,n). Then for any p×m matrix P, P ·X ∈
D̃(p,n); and for any n×q matrix Q, X ·Q ∈ D̃(m,q).

Proof. Because of the row-column symmetry of the property of being in
D̃(k, l), it suffices to prove one of the two statements of the Proposition, say,
the first. So consider the p×n matrix P ·X . Each of its rows is a linear com-
bination of rows from X , hence is in D(n), by Proposition 1.2.8. But also
any linear combination of rows in P ·X is in D(n), since a linear combination
of linear combinations of some vectors is again a linear combination of these
vectors. So the result follows from Proposition 1.2.9.

Since the neighbour relation ∼ applies in arbitrary finite dimensional vector
spaces V , it follows from the Proposition that we may define D̃(m,V ) ⊆ V m

as the set of m-tuples v1, . . . ,vm of vectors in V such that vi ∼ v j for all i, j =
1, . . . ,m, and such that vi ∼ 0 for all i = 1, . . . ,m. Linear isomorphisms V1→V2

preserve this construction. – With this definition, D̃(m,Rn) = D̃(m,n). –The
notion of infinitesimal m-simplex in Rn (as in the Remark 1.2.10) immediately
carries over to arbitrary finite dimensional vector spaces.

We leave to the reader to derive the following coordinate free Corollary of
Proposition 1.2.1:

Proposition 1.2.12 Let V be a finite dimensional vector space. Let x and y
be elements of V . Then (x,y) ∈ D̃(2,V ) iff x ∈ D(V ), y ∈ D(V ), and for any
symmetric bilinear φ : V ×V → R, φ(x,y) = 0.

Let V be an R-module. Then there is a bilinear

Rmn×V n→V m
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essentially given by matrix-multiplication (viewing elements of Rmn as m× n
matrices): the ith entry in d · v is ∑ j di j · v j. For instance, a linear combina-
tion ∑

n
j=1 t j · v j is the matrix product t · v, where t is the 1× n (row) matrix

(t1, . . . , tn).
For any vector space (R-module) V , and any m× n matrix t, we therefore

have a linear map V n → V m given by matrix multiplication v 7→ t · v, where
v ∈V n.

The Proposition 1.2.12 has the following Corollary:

Proposition 1.2.13 Let (v1, . . . ,vk) ∈ D̃(k,V ), i.e. the vis are mutual neigh-
bours, and neighbours of 0. Then all linear combinations of these vectors are
also mutual neighbours and are neighbours of 0.

Proposition 1.2.11 has the following coordinate free formulation:

Proposition 1.2.14 If t is an m×n matrix in D̃(m,n), then t · v ∈ D̃(m,V ), for
any v ∈V n.

It is clear that in a finite dimensional vector space V , a k +1 tuple of points
(x0,x1, . . . ,xk) in V are mutual neighbours iff

(x1− x0, . . . ,xk− x0) ∈ D̃(k,V ).

An affine combination is a linear combination where the sum of the coeffi-
cients is 1. Since translations (x 7→ x− x0 for fixed x0) preserve affine combi-
nations, and also preserve the property of being neighbours, we immediately
get from the Proposition 1.2.13:

Proposition 1.2.15 Let x0,x1, . . . ,xk be mutual neighbours in V . Then all affine
combinations of them are also mutual neighbours.

We leave to the reader to prove, in analogy with the proof of Proposition
1.2.4:

Proposition 1.2.16 Let U be a finite dimensional subspace of a finite dimen-
sional vector space V . Then D̃(k,U) = D̃(k,V )∩ (U× . . .×U).

Exercise 1.2.17 Prove that D(V ×V )⊆ D̃(2,V ). (The “KL” axiomatics intro-
duced in the next Section will imply that the inclusion is a proper inclusion;
see Exercise 1.3.5.) Prove that if V is 1-dimensional, D(V ×V ) = D̃(2,V ).
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Proposition 1.2.18 Let x and y be in D(V ), and let B : V ×V →V be bilinear.
Then x+ y+B(x,y) ∈ D(V ) iff (x,y) ∈ D̃(2,V ).

Proof. Assume x+y+B(x,y)∈D(V ). To prove that (x,y)∈ D̃(2,V ), it suffices
by Proposition 1.2.12 to see that φ(x,y) = 0, for any symmetric bilinear φ :
V ×V → R. By the assumption and (1.2.2), we have

φ(x+ y+B(x,y),x+ y+B(x,y)) = 0.

Use bilinearity of φ to expand this into nine terms; φ(x,x) and φ(y,y) vanish
by (1.2.2); some others, like φ(y,B(x,y)), vanish: it contains y in a bilinear
position, so again (1.2.2) does the job. Only two terms remain, so we get
φ(x,y)+φ(y,x) = 0. Since φ was assumed symmetric, we conclude from this
that φ(x,y) = 0, as desired.

Conversely, assume (x,y) ∈ D̃(2,V ). To prove x + y + B(x,y) ∈ D(V ), we
use (1.2.2): consider a bilinear φ : V ×V → R and prove φ(x+ y+B(x,y),x+
y+B(x,y)) = 0. Again, expand by bilinearity into nine terms; as before, only
φ(x,y) + φ(y,x) remains. But as a function of x and y, this is a symmetric
bilinear function (even though φ itself was not assumed to be symmetric), and
therefore it vanishes on the pair (x,y), by Proposition 1.2.12. This proves the
Proposition.

We shall make explicit a certain variant of the product rule for determinants.

Proposition 1.2.19 Let d be an n×n-matrix, and let F : V n→W be an n-linear
alternating map into some vector space W. Then for any n-tuple v of vectors
in V , F(d · v) = det(d) ·F(v).

Exercise 1.2.20 Consider the function T which to a k×k matrix associates the
product of its diagonal entries. As a function (Rk)k→ R, T is clearly k-linear.
Prove that its restriction to D̃(k,k) is alternating. Conclude that for X ∈ D̃(k,k),
k! ·T (X) equals the determinant of X . Conclude that if k≥ 2, then any diagonal
matrix in D̃(k,k) has determinant 0.

1.3 The KL axiom scheme
The objects Dk(n), D̃(m,n) etc. studied in the previous Section are all infinites-
imal, in a sense which can be made precise using the notion of “Weil-algebra”,
see e.g. [36]; the general KL axiom scheme† refers to all infinitesimal objects
defined by such algebras. (We refer to [36], [88], and [13] for the question of
models for the Axioms; a brief indication is given in Section 9.3.) We shall

† “KL” is short for “Kock-Lawvere”.
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henceforth only need some special cases, namely the ones corresponding to
the particular infinitesimal objects introduced so far. These special cases are

• KL axiom for Dk = Dk(1): Every map Dk→ R is of the form

t 7→ a0 +a1 · t + . . .+ak · tk

for uniquely determined a0,a1, . . . ,ak ∈ R.

This axiom clearly implies that R has the property: if a0,a1, . . . ,ak ∈ R are
so that the function t 7→ a0 + a1 · t + . . .+ ak · tk is constant 0, then the ais are
0. This property, (R is “polynomially faithful” ) of R implies (cf. Section 9.7
in the Appendix) that the notion of polynomial map between R-modules has
good properties.

The KL axiom just stated is the case n = 1 of the following KL axiom, which
we formulate in terms of the notion of polynomial map:

• KL axiom for Dk(n): Every map Dk(n)→ R extends uniquely to a polyno-
mial map Rn→ R of degree ≤ k.

(The polynomials in question have coefficients from R.)

• KL axiom for D̃(m,n): Every map D̃(m,n)→ R can be written uniquely
in the form x 7→ ∑S det(x

S
) ·αS, where S ranges over the set of submatrices

of size p× p (p ≤ m and p ≤ n) of x (including the empty submatrix, whose
determinant is taken to be 1), and where αS ∈ R.

There is also a KL axiom for DL(n), see Section 8.3.

Let us note some special cases and some immediate consequences:

(i) Every map D(n)→ R extends uniquely to an affine map Rn→ R.
(ii) Every map D(n)→ R taking 0 to 0 extends uniquely to a linear map

Rn→ R.
(iii) Every map D(n)m→ R taking value 0 if one of the m input arguments

is 0 extends uniquely to an m-linear map (Rn)m→ R.
(iv) Every map f : D̃(m,n) → R which has the property: “ f (x) = 0 for

all m× n-matrices x with a zero row” extends uniquely to an m-linear
alternating map (Rn)m→ R.

(Here, we identify the vector space of m× n matrices with the vector space
(Rn)m.)

The axioms and the consequences quoted imply immediately some “coor-
dinate free” versions for finite dimensional vector spaces V , like “every map
D(V )→ R extends uniquely to an affine map V → R”; we shall below state
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such coordinate free versions, even with some further generality, namely we
want to replace the codomain R by certain suitable R-modules W ; the “suit-
able” ones are the KL vector spaces which we shall now define. (They are
called Euclidean modules in [36].) The property of being a KL vector space
is invariant under R-linear isomorphisms: if W and W ′ are isomorphic as R-
modules, and W is KL, then so is W ′. In particular, the axioms as they are
stated above, may be expressed: “the R-module R is a KL vector space”. It
is easy to see that then also any Rn is a KL vector space, and hence any finite
dimensional vector space is a KL vector space. But even some “infinite dimen-
sional” (whatever this means) R-modules, like RM (= the set of functions from
an arbitrary space M to R) is a KL vector space.

We need to make precise what we mean by a polynomial map V →W , of
degree ≤ k, where V is a finite dimensional vector space; we refer to the Ap-
pendix, Section 9.7.

Then we say that the R-module W is a KL vector space if the following
conditions hold:

• KL axiom for Dk(V ) relative to W : Every map Dk(V )→W extends uniquely
to a polynomial map V →W of degree ≤ k,

and

• KL axiom for D̃(m,n) relative to W : Every map D̃(m,n)→W can be written
uniquely in the form x 7→ ∑S det(x

S
) ·αS where S ranges over the set of square

submatrices of x (including the empty submatrix, whose determinant is taken
to be 1), and αS ∈W .

From the first of the KL axioms here, we have in particular: if τ : D→W is
any map, there is a unique w ∈W such that for all d ∈ D, τ(d) = τ(0)+d ·w;
this w is called the principal part of τ . (The reader may want to think of this
w as τ ′(0).)

Another immediate consequence of the first KL axiom here (again for k = 1)
is the following:

• Let x ∈V . Then every map x+D(V )→W extends uniquely to an affine map
V →W . (Affine = “a constant plus a linear map”.)

For vectors w1 and w2 in a KL vector space W , we also deduce the following
simple “cancellation principle”: if d ·w1 = d ·w2 for all d ∈ D, then w1 = w2.
Since the conclusion w1 = w2 depends on validity of d ·w1 = d ·w2 for all
d ∈ D, we also express its use by saying that we are “cancelling universally
quantified ds”.
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Consider a finite dimensional vector space V and a KL vector space W ; then

Proposition 1.3.1 Let K : V →W be linear. Then K can be reconstructed from
its restriction k to D(V ) as follows. For v ∈V , K(v) is the principal part of the
map D→W given by d 7→ k(d · v) (d ranging over D).

Proof. This amounts to proving that for all d ∈ D, d ·K(v) = k(d · v); for, by
the simple cancellation principle, this characterizes the vector K(v). Since K
is linear, d ·K(v) = K(d ·v), and since K extends k and d ·v ∈D(V ), K(d ·v) =
k(d · v).

Let us note some further “cancellation principles” that come from the unique-
ness assertions in the above KL axioms and their consequences:

• If w ∈W (a KL vector space) has d ·w = 0 for all d ∈ D, then w = 0.

By iteration of this, we get: If d1 · d2 ·w = 0 for all (d1,d2) ∈ D×D, then
w = 0.

(We do not want to make the assumption that every d ∈ D can be written in
the form d = d1 · d2 with d1 and d2 in D, i.e. we don’t assert that the multi-
plication map D×D→ D is surjective. However, if f and g are maps D→ R
such that for all (d1,d2) ∈ D×D, f (d1 ·d2) = g(d1 ·d2), then f (d) = g(d) for
all d ∈ D; this follows immediately from the KL axiom for D. One sometimes
expresses this by saying “R perceives the multiplication map D×D→D to be
surjective”. – There are several similar things that R, (or more generally, any
microlinear object, cf. Section 9.4), “perceive to be true”; cf. [36].)

Furthermore, for any positive natural number k, we have:

• If det(d) ·w = 0 for all d ∈ D̃(k,k), then w = 0.

Another aspect of the cancellation principles concerns linear subspaces de-
fined as zero sets of linear functions. For instance, consider a linear map
V →W between R-modules, where W is KL; let S ⊆ V be the zero set. Then
in order for x ∈V to be in S, it suffices that det(d) · x ∈ S for all d ∈ D̃(k,k).

It is possible to state the KL Axiom for D̃(m,V ) instead of D̃(m,n) (where
V is a finite dimensional vector space) but the uniqueness assertion cannot be
stated in so elementary a way. Let us be content with observing some con-
sequences; V denotes a finite dimensional vector space, and W denotes a KL
vector space:

• Every map D(V )m→W taking value 0 if one of the m input arguments is 0
extends uniquely to an m-linear map V m→W .
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• Every map f : D̃(m,V )→W which has the property that it takes value 0 if
one of the m input arguments is 0 extends uniquely to an m-linear alternating
map V m→W .

In this sense, D(V )m is an “m-linear map classifier”, and D̃(m,V ) is an
“m-linear-alternating map classifier”. From the latter also follows that if φ :
V m→W is m-linear, and (v1, . . . ,vm) ∈ D̃(m,V ), then φ “behaves as if it were
alternating”, in the sense that φ(vσ(1), . . . ,vσ(m)) = sign(σ)φ(v1, . . . ,vm).

One can be more explicit: consider the object P defined by the pushout
diagram ⋃

D(V )m−1 - D(V )m

1
?

- P
?

with the top map the inclusion, and the upper left corner the union of the co-
ordinate hyperplanes. Then P is a pointed object, and base point preserving
maps P→W are in bijective correspondence with m-linear maps V m →W .
Similarly, the pushout object Q in⋃

D̃(m−1,V ) - D̃(m,V )

1
?

- Q
?

will classify m-linear alternating maps V m→W , in the same sense.

An immediate Corollary of this, and of Proposition 1.2.16, is the following

Proposition 1.3.2 Let U be a finite dimensional linear subspace of a finite
dimensional vector space V . If a bilinear alternating θ : V ×V →W vanishes
on (U×U)∩ D̃(2,V ), then it vanishes on U×U.

Proof. By assumption and by Proposition 1.2.16, θ vanishes on D̃(2,U). A
bilinear alternating U ×U →W (like the restriction of θ to U ×U) which
vanishes on D̃(2,U) is the zero map.

Proposition 1.3.3 Let V be a finite dimensional vector space and W a KL
vector space. Given a bilinear φ : V ×V → W. Then the following three
conditions are equivalent: 1) φ is symmetric; 2) φ vanishes on D̃(2,V ); 3) for
any u and v in D(V ), φ(u,v) only depends on u+ v.
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Proof. We first prove the equivalence of the first two conditions. Since the
assertion is coordinate free (invariant under linear isomorphisms), we may as-
sume that V = Rn. If φ is symmetric, it follows by coordinate calculations that
it may be written in the form

(x,y) 7→∑
i j

(xiy j + x jyi) ·wi j,

and the coefficients xiy j + x jyi vanish on D̃(2,n). Conversely, assume φ van-
ishes on D̃(2,n). Write φ = φa + φs with φa alternating and φs symmetric.
We know already that φs vanishes on D̃(2,n), so we conclude that φa vanishes
there as well. But bilinear alternating maps Rn×Rn →W are determined by
their restriction to D̃(2,n), by KL for W , so φa = 0, meaning φ = φs, which is
symmetric.

We next prove equivalence of 1) and 3); so assume symmetry of φ . Then for
all u,v∈V , φ(u+v,u+v) = φ(u,u)+φ(v,v)+2φ(u,v). If u and v are in D(V ),
the two first terms vanish, and we deduce that φ(u,v) is the half of φ(u+v,u+
v), which only depends on u+v, so condition 3) holds. Conversely, if 3) holds,
the restriction of φ to D(V )×D(V ) is symmetric (since u+v is symmetric in u
and v), but by KL for W , a bilinear map V ×V →W is completely determined
by its values on D(V )×D(V ), so φ is symmetric.

Exercise 1.3.4 Let D∞ :=
⋃

k Dk ⊆ R. (Equivalently, D∞ is the set of nilpotent
elements in R.) Then D∞ is an R-module (a submodule of R); prove that it is
not a KL vector space. Conclude that it is not a finite dimensional vector space.
– More generally,

⋃
k Dk(n)⊆ Rn is a submodule, for any n.

Exercise 1.3.5 Prove that the KL axioms imply that RD(n) is an n+1-dimensional
vector space. In particular, RD(V×V ) is 5-dimensional if V is 2-dimensional.
On the other hand, the RD̃(2,V ) is 6-dimensional. The inclusion D(R2×R2) ⊆
D̃(2,2) induces the natural projection R6→ R5. Hence it is a proper inclusion.

1.4 Calculus

Calculus means here the differential calculus of (smooth) maps between suit-
able vector spaces. More precisely, we consider (smooth) maps f : M →W
where M is a suitable subset of a finite dimensional vector space V , and where
W is a KL vector space (so in particular, the theory applies if W itself is finite
dimensional).

Which subsets M⊆V are “suitable”? For the present exposition, the suitable
ones should be stable under addition of elements from Dk(V ), in other words,
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M ⊆V should have the property:

x ∈M implies x+Dk(V )⊆M

for all k. We call such subsets formally open (in some texts on SDG, one uses
the terminology “formally étale inclusion” ).

Directional derivative, and differentials

Consider a map f : M→W , where M is an open subset of a finite dimensional
vector space V , and where W is a KL vector space. Since M is formally open
in V , we have that x ∈M and v ∈D(V ) implies x+v ∈M, so that f (x+v) ∈W
makes sense. Let x ∈M be fixed. Applying KL to the map D(V )→W given
by v 7→ f (x + v), we have immediately the existence of a unique linear map
d f (x;−) : V →W with

f (x+ v) = f (x)+d f (x;v) for all v ∈ D(V ).

This linear d f (x;−) is the differential of f at x. For any v ∈ V (whether or
not v ∈ D(V )), we call d f (x;v) the directional derivative of f at x ∈M in the
direction of v ∈V . For a v ∈V which is not necessarily in D(V ), d f (x;v) ∈W
is characterized by the validity, for all d ∈ D, of

f (x+d · v) = f (x)+d ·d f (x;v).

(Note that x+d · v is in M by openness of M in V .)

Let U and U ′ be vector spaces (= R-modules), and let Lin(U,U ′) be the
vector space of linear maps U → U ′. If U ′ is a KL vector space, then so is
W := Lin(U,U ′). Consider a map f : M → Lin(U,U ′), where M ⊆ V is as
above. Consider x ∈ M. Then f (x) is a linear map U → U ′; we denote its
value on u ∈U by f (x;u),

f (x;u) := f (x)(u).

For each v ∈ V , we have the directional derivative d f (x;v) ∈ Lin(U,U ′); we
denote its value on u ∈U by d f (x;v,u). It depends in a linear way on both v
and u.

More generally, we may consider the KL vector space W = k-Lin(U1× . . .×
Uk,U ′) of k-linear maps U1× . . .×Uk→U ′, where the Uis are arbitrary vector
spaces and U ′ is a KL vector space. For f : M→ k-Lin(U1× . . .×Uk,U ′) and
x ∈M, f (x)(u1, . . . ,uk) is denoted f (x;u1, . . . ,uk), and the directional deriva-
tive in the direction v ∈ V is denoted d f (x;v,u1, . . . ,uk). This expression is
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k + 1-linear in the arguments after the semicolon. This is consistent with the
following

Convention: Arguments after the semicolon are linear; and, to the extent
it applies: the first argument after the semicolon is the one indicating the
direction in which directional derivative has been taken.

Consider the basic situation f : M→W . For x ∈M and v ∈V , we thus have
d f (x;v). Keep v fixed. For u ∈ V , we may take the directional derivative of
d f (x;v), as a function of x, in the direction of u. This is denoted d2 f (x;u,v) ∈
W . It is characterized by

d f (x+u;v) = d f (x;v)+d2 f (x;u,v) for all u ∈ D(V ).

It is linear in u, but it is also linear in v, since d f (x;v) is so. Furthermore,
d2 f (x;u,v) is symmetric in u and v (“Clairaut’s Theorem”); we give a proof in
the present context below, Theorem 1.4.9.

Let V and W be R-modules. We call a map f : V →W 1-homogeneous (in
the sense of Euler) if f (t · v) = t · f (v) for all t ∈ R and v ∈V .

Theorem 1.4.1 Assume W is a KL vector space. Then if f : V →W is 1-
homogeneous in the sense of Euler, it is linear.

This is classical; in the context of SDG, it is proved in [36] Proposition 10.2, or
in [70] 1.2.4. For completeness, we give the proof using the notions employed
presently. To prove f (x + y) = f (x) + f (y), it suffices, by one of the basic
cancellation principles, to prove that for each d ∈ D, d · f (x + y) = d · ( f (x)+
f (y)). The left hand side is, by the assumed homogeneity, f (d · x+d · y); now
taking directional derivative, we get the first equality sign in

f (d · x+d · y) = f (d · x)+d f (d · x;d · y) = f (d · x)+d ·d f (d · x;y). (1.4.1)

For the last term, we may take directional derivative of d f (−;y) from 0 in the
direction of d · x:

d f (d · x;y) = d f (0;y)+d2 f (0;d · x,y) = d f (0;y)+d ·d2 f (0;x,y);

but in (1.4.1), there is already a factor d multiplied onto the term involving d f ,
so this term vanishes, and the equation (1.4.1) therefore may be continued

= d · f (x)+d ·d f (0;y) = d · f (x)+d f (0;d · y) = d · f (x)+ f (d · y),

by taking directional derivative of f from 0 in the direction d · y (note that
f (0) = 0, likewise by homogeneity of f ). Finally, we rewrite the last term as



1.4 Calculus 29

d · f (y), using the assumed homogeneity of f again, and so we get d · f (x)+
d · f (y), as desired.

A consequence of the existence of directional derivatives is what we shall
call the “Taylor principle”, and which we use over and over. Let M and W be
as above (M an open subset of a finite dimensional vector space V , W a KL
vector space). Recall that for x,y ∈M, x∼ y means y− x ∈ D(V ).

Taylor Principle : Let f : M×V →W be linear in the second variable ( f
may depend on other variables as well). Then

if x∼ y in M, then f (x;y− x) = f (y;y− x), (1.4.2)

i.e. occurrences of x in front of the semicolon may be replaced by y.

For, taking the directional derivative of f (−;y− x) at x in the direction of
y− x yields

f (y;y− x) = f (x;y− x)+d f (x;y− x,y− x),

and the second term here depends in a bilinear way on y− x ∈ D(V ), and so is
0 by Proposition 1.2.2.

Taylor polynomials
We consider a finite dimensional vector space V and a KL vector space W . We
have the notion of symmetric k-linear map V k→W ; for k = 1, this just means
“linear map V →W”; for k = 0, it means “a constant map” (i.e. given by a
single element in W ). Recall from classical commutative algebra (cf. Theorem
9.7.1 in the Appendix) that there is a bijective correspondence between k-linear
symmetric maps V k→W , and k-homogeneous maps V →W , given by diago-
nalization of k-linear maps. This correspondence takes care of the alternative
formulation in the following Theorem.

Theorem 1.4.2 (Taylor expansion) For any f : V →W, there exists a unique
sequence of maps f0, f1, f2, . . . with fk : V k →W a symmetric k-linear map,
such that, for each k = 0,1,2, . . .

f (x) = f0 + f1(x)+ f2(x,x)+ . . .+ fk(x, . . . ,x) for all x ∈ Dk(V ). (1.4.3)

Equivalently, there exists a unique sequence of maps f(0), f(1), f(2), . . . with
f(k) : V →W k-homogeneous such that

f (x) = f(0) + f(1)(x)+ f(2)(x)+ . . .+ f(k)(x) for all x ∈ Dk(V ) (1.4.4)

Proof. We first prove
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Lemma 1.4.3 Let g : Dk(V )→W vanish on Dk−1(V ) ⊆ Dk(V ). Then there
exists a unique k-linear symmetric G : V × . . .×V →W such that for all v ∈
Dk(V ),

g(v) = G(v, . . . ,v).

Proof. Let (v1, . . . ,vk) ∈V × . . .×V . Consider the map τ : Dk→W given by

(d1, . . . ,dk) 7→ g(d1v1 + . . .+dkvk).

Note that divi ∈ D1(V ) since di ∈ D; therefore (by Proposition 1.2.5) the sum
d1v1 + . . .+ dkvk is in Dk(V ), and so it makes sense to evaluate g at it. If one
of the dis happens to be zero, the sum in question is even in Dk−1(V ), and so
by assumption, g vanishes on it. In terms of τ : Dk →W , this means that τ

vanishes on the k copies of Dk−1(V ) in Dk(V ), and so by the fact that W is a
KL vector space, it follows that τ is of the form

τ(d1, . . . ,dk) = d1 · . . . ·dk ·w

for a unique w ∈W . This w we denote G(v1, . . . ,vk), and we have thus defined
a map G : V k→W ; it is characterized by satisfying, for all (d1, . . . ,dk) ∈ Dk,

d1 · . . . ·dk ·G(v1, . . . ,vk) = g(d1v1 + . . .+dkvk)

Let us prove that G is multilinear. For simplicity, we prove that it is linear in
the first variable, and by Theorem 1.4.1, it suffices to prove G(t · v1,v2, . . .) =
t ·G(v1,v2, . . .). By definition, we have for all (d1, . . . ,dk) ∈ Dk both equality
signs in

d1 ·. . .·dk ·G(t ·v1,v2, . . .)= g(d1 ·t ·v1 +d2 ·v2 +. . .)= (d1 ·t)·d2 ·. . .·G(v1,v2, . . .),

(the last equality by applying the characterizing equation on the k-tuple (d1 ·
t,d2, . . .) ∈ Dk). Cancelling the universally quantified dis one at a time, we get
the desired G(t · v1,v2, . . .) = t ·G(v1,v2, . . .).

The proof of symmetry of G is much similar. Let us do the case k = 2. We
have

d1 ·d2 ·G(v2,v1) = d2 ·d1 ·G(v2,v1)

= g(d2v2 +d1v1) = g(d1v1 +d2v2) = d1 ·d2 ·G(v1,v2),

and cancelling d1 and d2 one at a time, we conclude G(v2,v1) = G(v1,v2). This
proves the lemma.

We return to the proof of the theorem.
We construct the fk by induction. Clearly the constant f0 ∈W has to be f (0).

Assume f0, . . . , fk−1 have been constructed in such a way that on Dk−1(V ) we
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have

f (x) = f0 + f1(x)+ f2(x,x)+ . . .+ fk−1(x, . . . ,x).

Subtracting the two sides here, we therefore get a map g : V →W which van-
ishes on Dk−1(V ). The Lemma gives a symmetric k-linear G : V k →W , and
we put fk = G. Then clearly (1.4.3) holds.

For the uniqueness: if f̃0, . . . , f̃k, . . . is another sequence satisfying the con-
clusion of the Theorem, we have f0 = f̃0, and we prove by induction that
likewise fk = f̃k : V k →W . Let H : V k →W be their difference; it is likewise
a symmetric k-linear map, and it has the property that H(x, . . . ,x) = 0 for any
x ∈ Dk(V ). Now the result follows from the uniqueness assertion in Lemma
1.4.3.

Corollary 1.4.4 Let V and W be as in the Theorem. Then for any map f :
Dk(V ) → W, there exist unique symmetric r-linear functions fr : V r → W
(r = 0,1, . . . ,k) such that (1.4.3) holds. Equivalently, there exists unique r-
homogeneous functions f(r) : V →W such that (1.4.4) holds.

Proof. By KL, the map f : Dk(V )→W extends to a (polynomial) map f :
V →W ; now apply the Theorem to f . Uniqueness is clear from the uniqueness
assertion in the Theorem.

The map f(r) : V →W is called the homogeneous component of degree r of
f .

Corollary 1.4.5 Let V and V ′ be finite dimensional vector spaces. Then if
f : Dk(V )→V ′ takes 0 to 0, it factors through Dk(V ′)⊆V ′.

Proof. Write f in the form provided by the previous Corollary. Then f0 = 0,
so

f (u) = f1(u)+ . . .+ fk(u, . . . ,u);

to see that this is in Dk(V ′), we apply the description (1.2.3) of Dk(V ′); thus,
consider a k +1-linear map φ : V ′× . . .×V ′→ R; we have to see that

φ( f1(u)+ . . .+ fk(u, . . . ,u), . . . , f1(u)+ . . .+ fk(u, . . . ,u)) = 0.

But this is clear: using the multilinearity of φ , this expression splits up into
several terms, but each of these depends in an r-linear way (r ≥ k + 1) on u,
and so vanishes because u ∈ Dk(V ).
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Corollary 1.4.6 Let V and V ′ be finite dimensional vector spaces, and let M ⊆
V be a (formally) open subset. Then any map f : M→V ′ preserves the relation
∼k.

Some rules of calculus

Theorem 1.4.7 (Chain Rule) Let f : M→M′ and g : M′→W where M ⊆ V
and M′ ⊆V ′ are open subsets of finite dimensional vector spaces V and V ′ and
where W is a KL vector space. Then

d(g◦ f )(x;v) = dg( f (x);d f (x;v)).

Proof. Since both sides of this equation (for fixed x) are linear in v ∈ V , it
suffices to see that they agree for v ∈ D(V ). So assume that v ∈ D(V ). Then

(g◦ f )(x+ v) = (g◦ f )(x)+d(g◦ f )(x;v),

and

g( f (x+ v)) = g( f (x)+d f (x;v)) = g( f (x))+dg( f (x);d f (x;v)),

using for the last equality that d f (x;v) ∈ D(V ′) (by v ∈ D(V ) and d f (x;−)
being linear). Since the two left hand sides are equal, then so are the two right
hand sides, and this gives the desired equality.

Proposition 1.4.8 If f : V →W is linear, d f (x;v) = f (v) for all x ∈V .

Proof. Since both sides of this equation (for fixed x) are linear in v ∈ V , it
suffices to see that they agree for v ∈ D(V ). So assume that v ∈ D(V ). Then
we have f (x+v) = f (x)+d f (x;v); we also have f (x+v) = f (x)+ f (v) since
f is linear. This immediately gives the result.

Let f : M →W be a function defined on a (formally) open subset M of a
finite dimensional vector space V , and let W be a KL vector space.

Theorem 1.4.9 (Clairaut’s Theorem) The function d2 f (x;u,v) is symmetric
in the arguments u,v,

d2 f (x;u,v) = d2 f (x;v,u).
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Proof. Since both sides of this equation (for fixed x) are bilinear in u,v, it
suffices to see that they agree for u and v in D(V ). So assume that u and v are
in D(V ); we calculate f (x+u+ v) = f (x+ v+u). We have

f (x+u+ v) = f (x+u)+d f (x+u;v)

= f (x)+d f (x;u)+d f (x;v)+d2 f (x;u,v).

Similarly, we may calculate f (x+ v+u):

f (x+ v+u) = f (x)+d f (x;v)+d f (x;u)+d2 f (x;v,u);

the three first terms in the two expressions cancel, and the resulting equality
d2 f (x;u,v) = d2 f (x;v,u) is the desired result.

By iteration, it follows that dk f (x;−, . . . ,−) : V k→W is symmetric in the k
arguments.

Using this, and making a parallel translation to x ∈V , we get a more explicit
and general form of Taylor expansion, namely

Theorem 1.4.10 For y∼k x,

f (y)= f (x)+d f (x;y−x)+
1
2!

d2 f (x;y−x,y−x)+. . .+
1
k!

dk f (x;y−x, . . . ,y−x)

We have the following variant of the Leibniz rule for a product:

Proposition 1.4.11 Let M ⊆ U be a (formally) open subset of a finite di-
mensional vector space U. Let W1, W2 and W3 be KL vector spaces; let
∗ : W1 ×W2 →W3 be a bilinear map. Let f1 : M →W1 and f2 : M →W2.
Then for x ∈M, u ∈U, we have

d( f1 ∗ f2)(x;u) = d f1(x;u)∗ f2(x)+ f1(x)∗d f2(x;u).

Proof. Calculate the expression

( f1 ∗ f2)(x+d ·u) = f1(x+d ·u)∗ f2(x+d ·u)

in two ways, using the definition of directional derivative, and bilinearity of ∗.

Corollary 1.4.12 Let V and V ′ be KL vector spaces, and let M be a (formally)
open subset of some finite dimensional vector space U. Let b : M→ Lin(V,V ′),
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with each b(x) an invertible linear map V → V ′ with inverse β (x) : V ′ → V .
Then, for x ∈M, u ∈U and v′ ∈V ′,

db(x;u,β (x;v′)) =−b(x;dβ (x;u,v′)).

Proof. We have that b(x)◦β (x) is independent of x, so directional derivatives
of it are 0. Now apply Proposition 1.4.11 to the case where W1 = Lin(V,V ′),
W2 = Lin(V ′,V ) and where ∗ is the composition map

Lin(V,V ′)×Lin(V ′,V )→ Lin(V ′,V ′)

(we compose from right to left here).

1.5 Affine combinations of mutual neighbour points
Recall that an infinitesimal k-simplex in a finite dimensional vector space V is
a k +1-tuple of mutual neighbour points in V .

We consider a finite dimensional vector space V and a KL vector space W .

Proposition 1.5.1 Let M be a (formally) open subset of V , and let g : M→W
be an arbitrary (smooth) map. Then if (x0, . . . ,xk) is an infinitesimal k-simplex
in M, and (t0, . . . , tk) is a k +1-tuple of scalars with sum 1,

g(
k

∑
i=0

ti · xi) =
k

∑
i=0

ti ·g(xi).

Note that the affine combination appearing as input of g on the left hand side
of the equation is a neighbour of x0 (by Proposition 1.2.15) and hence is in M,
by openness.

Proof. Consider the restriction of g to the set x0 + D(V ) ⊆ M. By KL for
W , this extends uniquely to an affine map g1 : V →W . Since ∑

k
i=0 ti · xi ∈

x0 +D(V ), we have the first equality sign in

g(
k

∑
i=0

ti · xi) = g1(
k

∑
i=0

ti · xi) =
k

∑
i=0

ti ·g1(xi),

because g1 is an affine map and thus preserves affine combinations; but this
sum equals term by term the sum ∑

k
i=0 ti · g(xi) since g and g1 agree on x0 +

D(V ).

Assume, as above, that V is finite a dimensional vector space, and that W is
a KL vector space.
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Proposition 1.5.2 Let v = (v1, . . . ,vn)∈D(V )× . . .×D(V ) and let d ∈ D̃(m,n);
then d · v ∈ D̃(m,V ). Furthermore, if φ : V →W is a map with φ(0) = 0, then

φ
m(d · v) = d ·φ n(v).

Proof. The first assertion is a consequence of Proposition 1.2.14. So in partic-
ular all the vectors in the in the m-tuple d · v are in D(V ). Also all the vectors
in the n-tuple v are in D(V ), by assumption. Since φ(0) = 0, it follows by KL
for W that the restriction of φ to D(V ) extends to a linear map φ1 : V →W . So
in the equation to to be proved, φ may be replaced by φ1, and the result is then
immediate.

Proposition 1.5.3 Let f : D(V1)→ D(V2) be a bijection which takes 0 to 0
(where V1 and V2 are finite dimensional vector spaces). Then if S⊆ D(V1) is a
linear subset, then its image f (S)⊆ D(V2) is a linear subset as well.

This follows because such a map f by KL extends to a linear isomorphism
V1 ∼= V2.

Exercise 1.5.4 Let U ⊆ V be a finite dimensional linear subspace. Prove the
following: If a bilinear V ×V → V maps D(U)×D(U) into U , then it maps
U×U into U . If an alternating bilinear V ×V →V maps D̃(2,U) into U , then
it maps U×U into U . (Hint: Consider U as the kernel of some linear V → Rk,
and use the KL axiom.)

Degree calculus

Proposition 1.5.5 Let W1, W2 and W3 be KL vector spaces; let ∗ : W1×W2→
W3 be a bilinear map. Let V be a finite dimensional vector space. Let k and
l be non-negative integers, and let n ≥ k + l + 1. If a function f : Dn(V )→
W1 vanishes on Dk(V ) and g : Dn(V )→W2 vanishes on Dl(V ), then the map
f ∗g : Dn(V )→W3 vanishes on Dk+l+1(V ).

Proof. We expand f as a sum of n+1 homogeneous maps V →W1, according
to Proposition 1.4.4, f = f(0)+ f(1)+ . . .+ f(n). The assumption that f vanishes
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on Dk(V ) implies that the k +1 first terms here are actually 0, so

f = f(k+1) + . . .+ f(n).

Similarly

g = g(l+1) + . . .+g(n).

as maps V →W2. Then the map f ∗ g : V →W3 may by bilinearity of ∗ be
written as a sum of functions of the form f(p)∗g(q) with p≥ k+1 and q≥ l +1.
Clearly, such f(p) ∗g(q) : V →W3 is homogeneous of degree p+q. Also clearly
p + q ≥ k + l + 2; and homogeneous functions of degree k + l + 2 vanish on
Dk+l+1(V ).

If a function f : V →W vanishes on Dk(V ), we say that it vanishes to order
k +1.



2
Geometry of the neighbour relation

This chapter gives the basic configurations in the infinitesimal geometry: it
describes and draws pictures of some of the figures which can be made out
of the first order neighbour relation ∼1: infinitesimal simplices, infinitesimal
parallelepipeda, geometric distributions, parallelograms given by affine con-
nections. (Some further pictures, which derive from a symmetric affine con-
nection, are found in Chapter 8.)

The section on jets deals with the kth order neighbour relation∼k for general
k.

2.1 Manifolds
A manifold M of dimension n is a space such that there exists an family {Ui |
i∈ I} of spaces equipped with open inclusions Ui→M and Ui→Rn; the family
Ui→M is supposed to be jointly surjective.

The meaning of this “definition” depends on the meaning of the word “open
inclusion”(= “open subspace”), and of the meaning of “family”.

For “open inclusion”, we take the viewpoint that this is a primitive notion:
we assume that among all the arrows in E , there is singled out a subclass R of
“open inclusions”, with suitable stability properties, e.g. stability under pull-
back, as spelled out in the Appendix, Section 9.6. Also, we require that the
inclusion Inv(R) ⊆ R of the set of invertible elements in the ring R should be
open.

It will follow that all maps that are inclusions, which are open according to
R, are also formally open; this is the openness notion considered in [36]. For
V a finite dimensional vector space, U ⊆V is formally open if x∈U and y∼k x
implies y ∈U . The “formal open” notion has the virtue of being intrinsically
definable in naive terms, in terms of R; but there are so many formal opens

37
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that some, notably integration statements, become rather shallow (amounting
to “integration by formal power series”). For instance, the subspace D∞ =
∪Dk ⊆ R of niloptent elements in R is formally open, and thus qualifies as a
manifold if we take R to consist of the formal opens. Since also D∞ is a group
under addition, it would also qualify as a Lie group. And R, admitting an open
subgroup, would not be connected.

Another openness notion which is intrinsically definable (even without using
R) is due to Penon [99], and studied by Bunge and Dubuc [10]. It is more
sophisticated, and does not force R to be disconnected; it deserves more study.

In so far as the meaning of the phrase “family” of spaces: in the context of
the definition of what a manifold is, we take this notion to be in the external
sense: the index set I for a supposed atlas {Ui | i ∈ I} for a manifold is an
external (discrete) set, not an object in E . This means that it is not subject to
the naive reasoning, where “set = space”. This is the price we have to pay for
not having opennes defined in naive (= intrinsic) terms.

Henceforth we assume that an openness notion R is given, at least as strong
as formal étaleness R0, so R ⊆ R0 (so any open subspace is also formally
open). The terms “manifold”, “open” etc. refer to R.

If a family Ui of open inclusions Ui →M and Ui → Rn witness that M is a
manifold, we say that the family is an atlas for M, and the individual Ui→M
are called coordinate charts (we usually think of Ui→ Rn as a subspace, so its
elements are coordinate vectors for their images in M.

The definition of the fundamental neighbour relations ∼k on Rn, x ∼k y iff
y− x ∈ Dk(n) may be extended to arbitrary n-dimensional manifolds M (cf.
[36] I.17 and I.19): for x and y in M M, we say that x ∼k y iff there exists a
coordinate chart f : N → M, with N ⊆ Rn open, and x′ ∼k y′ in N, and with
f (x′) = x, f (y′) = y.

If N ⊆ M is an open subspace of a manifold M, then clearly N itself is a
manifold. One can prove that N is stable under the relation ∼k, meaning that
x ∈ N, x ∼k y in M implies that y ∈ N. The inclusion i : N ↪→ M preserves
and reflects ∼k, in the sense that for x and y in N, we have x ∼k y in N iff
i(x)∼k i(y) in M.

For many considerations about manifolds, a more coordinate free notion of
coordinate chart suffices, namely open inclusions U →M such that U admits
an open inclusion into an abstract n-dimensional vector space V ∼= Rn. One
says that M is modelled on V . (So M is an n-dimensional manifold iff it is
modelled on Rn iff it is modelled on some n-dimensional vector space V .)
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Neighbours, neighbourhoods, monads

For a given manifold M, and for each non-negative integer k, the relation ∼k,
as described above, is a reflexive symmetric relation, the kth-order neighbour
relation x ∼k y. For k = 1, it is also denoted just x ∼ y. Many geometric or
combinatorial notions can be described in terms of∼, without any reference to
analytic geometry.

The basic object (space) derived from the neighbour relations ∼k on M is
M(k) ⊆M×M, “the kth neighbourhood of the diagonal”,

M(k) := {(x,y) ∈M×M | x∼k y}.

(It is not itself a manifold.) It comes equipped with two projections to M,
(x,y) 7→ x and (x,y) 7→ y; call these maps proj1 and proj2.

Let V be an n-dimensional vector space. In case M =V (or an open subspace
thereof), there is a canonical isomorphism

M(k)
∼= M×Dk(V ), (2.1.1)

sending (x,y) to (x,y−x), and under this, proj1 : M(k)→M corresponds to the
projection M×Dk(V )→M.

For given x ∈M, we define the k-monad Mk(x) around x to be the set

Mk(x) := {y ∈M | x∼k y} ⊆M;

it is the fibre over x of the bundle proj1 : M(k)→M. We also write M(x) instead
of M1(x). The case k = 1 is the most important. The case of arbitrary k will
be studied in Section 2.7, and in Chapter 7, and, for k = 2, in Chapter 8.

In case M =V (or an open subset thereof), the identification (2.1.1) identifies
Mk(x) with {x}×Dk(V ) (which in turn may be identified with Dk(V ) itself).
For 0 ∈V , Mk(0) = Dk(V ).

Note that x ∈Mk(x) since the relation ∼k is reflexive, and that

y ∈Mk(x) iff x ∈Mk(y)

since the relation ∼ is symmetric.

Any map between manifolds preserve the relation ∼k: if x ∼k y in M, then
f (x)∼k f (y) in N, where f : M→ N; this follows from Corollary 1.4.5.

In the rest of the present Chapter (and in most of the book), we deal only
with the first order notions, so x ∼ y means x ∼1 y, M(x) means M1(x), and
“neighbour” means “first order neighbour”. Also, D(V ) means D1(V ) (V a
finite dimensional vector space).
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Exercise 2.1.1 1) Any map τ : D→M extends to an open subset containing D.
2) Hence for d ∈ D, τ(d)∼ τ(0). 3) Prove that if τ1 and τ2 are maps D→M,
then

τ1(0) = τ2(0) implies τ1(d)∼ τ2(d) for all d ∈ D. (2.1.2)

Hint: It suffices to consider the case where M is an open subset of a finite
dimensional vector space V ; then τ1(d) = x + d · v1 where v1 is the principal
part of τ1; similarly for τ2, with the same x.

Exercise 2.1.2 If M is a manifold, then so is M×M. Prove that if (x,y)∼ (z,z)
in M×M for some z, then x∼ y in M. (Hint: use Exercise 2 in Section 1.2.)

Infinitesimal simplices and whiskers
Certain configurations derived from the first order neighbour relation are im-
portant enough to deserve special names: a triple (x,y,z) of points in a mani-
fold M is called an infinitesimal 2-whisker at x if x∼ y and x∼ z:
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(2.1.3)

where the line segments indicate the neighbour relation. If furthermore y ∼ z,
we shall say that (x,y,z) is an infinitesimal 2-simplex at x:
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More generally, for any natural number k, we have the notions of infinites-
imal k-whisker and infinitesimal k-simplex: An infinitesimal k-whisker in a
manifold M is a k+1-tuple of points in M, (x0,x1, . . . ,xk), such that x0 ∼ xi for
all i = 1, . . . ,k. Note that in a k-whisker, the point x0 plays a special role. We
say that (x0, . . . ,xk) is a whisker at x0, or with base point x0.

An infinitesimal k-simplex is a k + 1-tuple of points in M, (x0,x1, . . . ,xk),
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such that xi ∼ x j for all i, j = 0, . . . ,k. Here, x0 does not play a special role; but
of course, such a k-simplex may also, less symmetrically, be described as an
infinitesimal k-whisker (x0, . . . ,xk) at x0, with the further property that xi ∼ x j

for all i, j = 1, . . .k.

The infinitesimal k-whiskers in M form a bundle π : Whk(M)→M over M,
whose fibre over x0 ∈ M is the set of infinitesimal k-whiskers at x0; π is de-
fined by π(x0, . . .xk) = x0. The infinitesimal k-simplices form a sub-bundle
M<k> ⊆Whk(M). Its total space M<k> is thus the set of k+1-tuples of mutual
neighbour points in M, and it is the fundamental object for the theory of (sim-
plicial) combinatorial differential forms†. For k = 1, we have M<1> = M(1),
the “first neighbourhood of the diagonal”, as previously considered.

The symmetric group Sk in the letters 1, . . . ,k acts on the set of infinitesimal
k-whiskers, (x0,x1, . . . ,xk) 7→ (x0,xσ(1), . . . ,xσ(k)); it is a fibrewise action in the
bundle Whk(M)→M, and it restricts to an action on the subbundle M<k>→
M. However, the total space M<k> here has a richer symmetry, namely an
action by the symmetric group Sk+1 in the letters 0,1, . . . ,k; it is given by
(x0,x1, . . . ,xk) 7→ (xσ(0),xσ(1), . . . ,xσ(k)) for σ a permutation of the k+1 letters
0,1, . . . ,k.

For the case where M is a finite dimensional vector space V , or an open
subset thereof, we can exhibit both the “whisker bundle” Whk(M)→ M and
the “simplex bundle” M<k> → M more explicitly. There is an isomorphism
of bundles over M, Whk(M)→M×D(V )k, given by sending the infinitesimal
k-whisker (x0, . . . ,xk) into

(x0,(x1− x0, . . . ,xk− x0)).

Equivalently, the fibres of Whk(M)→ M may be identified with D(V )k. The
sub-bundle of infinitesimal k-simplices corresponds to the subset D̃(k,V ) ⊆
D(V )k:

Whk(M)∼= M×D(V )k; and M<k> ∼= M× D̃(k,V ). (2.1.5)

Neighbours and simplices in general spaces
It is possible to extend the neighbour notion∼ from manifolds to more general
spaces. There are two ways to do this, a covariant and a contravariant. Thus
for a space A, the covariant determination of ∼ is that a1 ∼ a2 if there exists
a manifold M and a pair of neighbour points in M, x1 ∼ x2, and a map f :

† It has many different notations in the literature, even by the present author; in [36], it is denoted
M(1,...,1) with k occurrences of 1; in [48] I used the notation M[k]; [7] use the notation like ∆

(k)
M .
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M → A with f (x1) = a1 and f (x2) = a2. In this case, we say that M,x1,x2,
and f witness that a1 ∼ a2. If A is itself a manifold, this “new” (“covariant”)
neighbour relation agrees with the original one.

The contravariant determination of ∼ in a general space A says that a1 ∼ a2

if for every map φ : A→ M to a manifold M, f (a1) ∼ f (a2). If A is itself
a manifold, this “new” (“contravariant”) neighbour relation agrees with the
original one.

It is trivial to verify that both the covariant and the contravariant ∼ is pre-
served by any map A→ A′. Also, it is clear that if a1 ∼ a2 in a for the covariant
∼, then also a1 ∼ a2 for the contravariant ∼. (In functional-analytic thinking,
one would talk about the strong and weak neighbourhood relation on A.)

We shall not have occasion here to consider the contravariant (weak) deter-
mination of∼; the covariant (strong) one will be considered only in Chapter 6.
It has to be supplemented by a further determination of the notion of infinitesi-
mal k-simplex; such a simplex is for a general space not just the simple-minded
“a k +1-tuple of mutual neighbour points”, but “a k +1-tuple of points which
are mutual neighbours by a uniform witness”; in other words, a (strong) in-
finitesimal k-simplex in A is a k + 1-tuple (a0,a1, . . . ,ak) of points in A such
that there exists a manifold M and an infinitesimal k+1-simplex (x0,x1, . . . ,xk)
in M, and a map f : M→ A with f (xi) = ai for i = 0,1, . . .k.

It is easy to see that the “witnessing manifolds” M may be taken to be open
subsets of finite dimensional vector spaces (both for the neighbour notion, and
for the more general notion of infinitesimal k-simplex).

Also, for the contravariant determination, it is of interest to consider test
functions φ which are only locally defined around a1 and a2.

Finally, it may be of interest to consider the category of those spaces where
the covariant and contravariant determination of ∼ agree; this category will
contain all manifolds.

Exercise 2.1.3 Let W be a KL vector space. let D(W ) denote the set of w ∈W
with w ∼ 0. Prove that w ∈ D(W ) iff there exists a finite dimensional vector
space V and a linear map f : V →W with w = f (d) for some d ∈ D(V ).

Affine combinations in manifolds

Let (y0,y1, . . . ,yn) be an infinitesimal n-simplex in a manifold M, and let (t0, t1, . . . , tn)
be an n+1-tuple of scalars with sum 1. Then we shall define the affine combi-
nation ∑

n
j=0 t j · y j as follows. We may pick a bijective map (coordinate chart)

from an open subset of M containing y0 (and hence the other yis as well) to an
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open subset of a finite dimensional vector space V ; we may pick it so that y0

maps to 0 ∈V . Then in particular, we have a bijection c : M(y0)→ D(V ) tak-
ing y0 to 0. Since the yis are mutual neighbours, (c(y1), . . . ,c(yn)) ∈ D̃(n,V ).
Therefore, by Proposition 1.2.13, the linear combination ∑

n
j=1 t j · c(yi) is in

D(V ) as well, so we may apply c−1 : D(V )→M(y0) to it, and we define

n

∑
j=0

t j · y j := c−1(
n

∑
j=1

t j · c(yi)) ∈M(y0).

We have to argue that this is independent of the choice of the coordinate chart.
Another coordinate chart, with values in V1, say, gives rise to another bijection
c1 : M(y0)→D(V1). The composite bijection c1◦c−1 : D(V )→D(V1) extends
by KL to a linear map φ : V →V ′. For y ∈M(y0), c1(y) = φ(c(y)), so c1

1 and
φ ◦ c agree on D(V1). Now consider the affine combination in M as defined
using c1; we have

c−1
1 (

n

∑
j=1

t j · c1(y j)) = c−1
1 (

n

∑
j=1

t j · (φ ◦ c)(y j))

since y j ∈M(y0)

= c−1
1 (φ(

n

∑
j=1

t j · c(y j)))

since φ is linear

= (φ ◦ c)−1(φ(
n

∑
j=1

t j · c(y j))

since ∑
n
1 t jc(y j) is in D(V ) and thus φ(∑n

1 t jc(y j)) in D(V1)

= c−1(
n

∑
j=1

t j · c(y j))

which is the affine combination in M formed using c. This proves that the
construction of the point ∑

n
j=0 t j · y j is independent of the choice of coordinate

chart. Also, by the very construction, the point constructed is a neighbour of
y0. It also follows from Proposition 1.2.13 that all points obtained by forming
affine combinations of the yis are themselves mutual neighbours. Finally, it is
an easy consequence of Proposition 1.5.1 that any map f : M → N between
manifolds preserves the construction.

This is a construction of key importance in most of the present treatise;
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we summarize the properties of it in terms of a map: If (x0,x1, . . . ,xk) is an
infinitesimal k-simplex in a manifold M, we get a map

[x0,x1, . . . ,xk] : Rk→M,

using affine combinations of the points x0, . . . ,xk, by the following formula

[x0,x1, . . . ,xk](t1, . . . , tk) := (1−∑ ti)x0 + t1x1 + . . .+ tkxk. (2.1.6)

(We may also write this combination as ∑
k
i=0 ti · xi, with t0 := 1−∑

k
1 ti.)

Some crucial properties of such affine combinations is then summarized in

Theorem 2.1.4 Given a k + 1-tuple (x0,x1, . . . ,xk) of mutual neighbours in a
manifold M; then if t0, t1, . . . , tk is a k+1-tuple of scalars with sum 1, the affine
combination

k

∑
i=0

ti · xi

is well defined in M, and as a function of (t1, . . . , tk)∈Rk defines a map [x0,x1, . . . ,xk] :
Rk → M. All points in the image of this map are mutual neighbours. If N is
a manifold, or a KL vector space, any map f : M → N preserves this affine
combination,

f ◦ [x0,x1, . . . ,xk] = [ f (x0), f (x1), . . . , f (xk)].

The map [x0,x1, . . . ,xk] : Rk→M preserves affine combinations.

In the last assertion, the points in Rk of which we are taking affine combi-
nations, are not assumed to be mutual neighbours; but their images in M will
be.

Definition 2.1.5 A map Rk→M coming about in this way from an infinitesimal
k+1 simplex in M, we call an infinitesimal k-dimensional parallelepipedum in
M.

The k+1-tuple of points x0, . . . ,xk in M may be reconstructed from the map
[x0,x1, . . . ,xk], namely as the images of the k+1-tuple of points in Rk given by
0 and e1, . . . ,ek, where e j is the jth canonical basis vector in Rk.

The construction of affine combinations of neighbour points in a manifold
first appeared in [47].
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The infinitesimal (simplicial and cubical) complexes

In Rk, we have a particular 2k-tuple of points, namely the vertices of the
unit cube in Rk. This is the set of points parametrized by the set of subsets
H of the set {1, . . . ,k}; to H ⊆ {1, . . . ,k} corresponds the point ∑ j∈H e j; to
/0 ⊆ {1, . . . ,k} thus corresponds 0 ∈ Rk. For (x0,x1, . . . ,xk) an infinitesimal k-
simplex in a manifold M, the map [x0,x1, . . . ,xk] : Rk →M takes this 2k-tuple
of points in Rk to a 2k-tuple of points in M, which is a good way to understand
the infintesimal parallelepipedum in geometric terms, see the picture (2.1.7)
below.

For k = 1, the appropriate expression is “infinitesimal line segment” . For
k = 2, the appropriate word is “infinitesimal parallelogram” ; here is the pic-
ture of parts of the infinitesimal parallelogram spanned by (x0,x1,x2):
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(2.1.7)

Note that all four points here are neighbours, not just those that are con-
nected by lines in the figure.

We use the notation M<k>, respectively M[k], for the set of infinitesimal k-
simplices, respectively the set of infinitesimal k-dimensional parallelepipeda
in M. They organize themselves into a simplicial complex M<•>, respectively
a cubical complex M[•], cf. Section 2.8 below.

If y = (y0,y1, . . . ,yn) is an infinitesimal n-simplex at y0 in a manifold M, and
t is an m× n matrix, we can form an infinitesimal m-simplex at y0, denoted
t · y as follows: for each i = 1, . . . ,m, let ti0 denote 1−∑

n
j=1 ti j. Then t · y is

the infinitesimal m-simplex x at y0 whose vertices xi is are x0 = y0 and xi =
∑

n
j=0 ti j · y j (for i = 1, . . . ,m).

If x ∈M, all points in M(x) are neighbours of x, by definition (but they need
not be mutual neighbours). In particular, if y ∈M(x), we may form affine
combinations of x and y, (1− t)x + ty, and such points will then be in M(x)
as well. This in particular applies to the central reflection of y in x, defined as
y 7→ 2x− y. It is also called the mirror image of y in x. – In this way, M(x)
comes equipped with a canonical involution.
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More generally, the multiplicative monoid of R acts on M(x), by

t ∗ y := (1− t)x+ ty. (2.1.8)

The action preserves the base point x of the monad.
The formula (1− t)x + ty also provides, for fixed y ∈M(x), a map R→

M(x), which we denote [x,y] : R→M(x)⊆M. It takes 0 to x and 1 to y.

If an infinitesimal simplex is contained in a monad M(x), then any affine
combination of the vertices of the simplex is again in the monad. If the vertices
are contained in a linear subset of the monad, then so is the affine combination.

Remark 2.1.6 One cannot similarly form affine combinations of the vertices of
a whisker in a coordinate independent way. However, Proposition 1.5.2 gives
us a procedure for constructing infinitesimal m-simplices out of infinitesimal n-
whiskers. If x = (x0,x1, . . . ,xn) is an infinitesimal n-whisker at x0 in a manifold
M, and d ∈ D̃(m,n), we can construct an infinitesimal m-simplex at x0, denoted
d · x by the following recipe: we may assume that M is embedded as an open
subset of a finite-dimensional vector space V , with x0 = 0. Then we make the
construction d · v where v is the n-tuple of vectors x1, . . . ,xn. It is in D̃(m,V ),
in particular, each entry is∼ 0 = x0 ∈M and so is in M, by openness. Together
with x0 = 0, this m-tuple defines an infinitesimal m-simplex in M. The fact that
the construction does not depend on the choice of embedding follows from the
second assertion in Proposition 1.5.2, by letting φ be the (local) comparison
V1→V2 between embeddings of M into V1 and into V2.

Remark 2.1.7 Let fi : M→ N (i = 1,2) be maps between manifolds, and let
E be their equalizer, {x ∈ M | f1(x) = f2(x)}. Then E is not necessarily a
manifold. However, the neighbour relation ∼ on M restricts to a (reflexive
symmetric) relation on E; and if (x0,x1, . . . ,xk) is an infinitesimal k-simplex in
E, (equivalently, an infinitesimal k-simplex in M all of whose vertices are in E),
then any affine combination of the xis, formed in M, is again in E; this follows
from the fact that the maps f1 and f2 preserve such affine combinations. –
Similarly if E is the meet

⋂
E j of such equalizers E j.

So if the xis are in E, the map [x0, . . . ,xk] : Rk→M factors through E.

Remark 2.1.8 If M is an affine space (say, a vector space), the formula defining
[x0,x1, . . . ,xk] : Rk →M makes sense whether or not the xis form an infinites-
imal simplex, and its existence is a consequence of the fact that Rk is a free
affine space on the k +1 points 0,e1, . . . ,ek.

In particular, if (x0,x1, . . . ,xk) is an infinitesimal k-whisker in an affine space,
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the map [x0,x1, . . . ,xk] : Rk → M is defined, and is a parallelepipedum; but it
does not qualify as an infinitesimal parallelepipedum in the present usage of
the word, unless the infinitesimal whisker happens to be an infinitesimal sim-
plex, xi ∼ x j for all i, j.

Remark 2.1.9 There are some cases where some affine combinations of a
set of points make invariant sense, even though the points are not mutual 1-
neighbours. The following example will be of some importance. Consider
maps t : D→ M and τ : D×D→ M, with t(0) = τ(0,0) (= m ∈ M, say.)
Consider for any (d1,d2) ∈ D×D the following points:

τ(d1,d2),m, t(d1 ·d2).

They are mutual 2-neighbours, but not in general mutual 1-neighbours. Never-
theless, the affine combination

τ(d1,d2)−m+ t(d1 ·d2) (2.1.9)

can be proved to be independent of the choice of coordinate system used to
define it, and is preserved by any map between manifolds. The proof uses
Taylor expansion up to degree 2. Hence for such t and τ , we may define a new
D×D→M, denoted tu τ by

(tu τ)(d1,d2) := τ(d1,d2)−m+ t(d1 ·d2).

Clearly, τ and tu τ agree when d1 · d2 = 0, i.e. they agree on D(2) ⊆ D×D.
Conversely, one can prove that if τ and τ ′ are maps D×D→M which agree
on D(2), then there is a unique t : D→ M so that τ ′ = t u τ . This t is then

denoted τ ′
�
− τ , the strong difference of τ ′ and τ (cf. [64], [107], [57], [68],

[91]). The three last references are in the context of SDG, and the construction
makes sense in the generality of micro-linear spaces, so is more general than
the manifold case as discussed presently. The relevant infinitesimal object is
denoted D(2)∨D, see Section 9.4.

2.2 Framings and 1-forms
Let M be a manifold, and let x ∈M. A bijection D(n)→M(x) taking 0 to x is
called a frame at x; if there is given such a frame kx : D(n)→M(x) at each x ∈
M, we say that we have a framing (or parallelism) of M. The notion of framing
can be expressed more globally: it is an isomorphism k : M×D(n)→M(1) of
bundles over M

M×D(n)
k
∼=
- M(1)
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with k(x,0) = (x,x), for all x†.
(The set of all frames at points of M form a bundle over M, the frame bundle

of M; it is actually a principal fibre bundle, and it will be discussed from this
viewpoint in Section 5.6 below. below. A framing may be construed as a cross
section of this bundle.)

Let k be a framing on the manifold M. Since D(n), as a subset of Rn, consists
of coordinate vectors, we may think of the inverse of kx, which we shall call cx :
M(x)→D(n), as providing coordinates for the neighbours of x: for y∈M(x),
cx(y) ∈D(n)⊆ Rn is “the coordinate n-tuple of y in the coordinate system at x
given by the framing k”. Note that cx(x) = 0 for all x.

We have already in (2.1.1) exhibited an example of a framing, provided M
is an open subset of Rn; the framing considered there is the canonical framing
of M ⊆ Rn; it is given by

k(x,d) = x+d,

for x ∈ M, d ∈ D(n), equivalently kx(d) = x + d. For this framing, we have
cx(y) = y− x for y∼ x.

A comparison with the classical notion of framing on M (trivialization of the
tangent bundle of M) follows from the theory in Section 4.3, see in particular
Corollary 4.3.6.

One may consider a more “coordinate-free” notion of framing on a mani-
fold M. Let V be a finite dimensional vector space. Then a V -framing is an
isomorphism over M, k : M×D(V )→M(1) (with k(x,0) = (x,x) for all x) So
for each x ∈ M, there is given a bijection kx : D(V )→M(x) with kx(0) = x;
The framings considered previously are thus more precisely to be called Rn-
framings. If M is an open subset of V , it carries a canonical V -framing given
by (x,d) 7→ x+d, (x ∈M, d ∈ D(V )).

Example 2.2.1 At each point x of the surface M of the earth, except at the
poles, we have a coordinate system cx given as follows. We let cx(y) = (α,β )
whenever you reach y by going from x a distance of α meters to the East, and
from there β meters to the North. This works, provided y is not too far away
from x (so it usually works when x and y are points in the construction site for
a house), so at least it works for y∼ x.

This “construction-site” framing of this particular and precious M depends
on the choice of unit length: meter, say.

† Such a framing can only exist provided M has dimension n, but we don’t need this fact; also,
there may be obstructions of global nature to the existence of framings.
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Let there be given a V -framing k : M×D(V )→M(1), with the corresponding
family of “coordinate systems” cx : M(x)→ D(V ) ⊆ V . We get a function
ω : M(1)→V described, for x∼ y, as follows

ω(x,y) := cx(y) = k−1
x (y). (2.2.1)

It is called the framing 1-form for k. We already have the validity of the first
equation (2.2.2) in the following Proposition.

Proposition 2.2.2 The framing 1-form ω : M(1)→V satisfies

ω(x,x) = 0 (2.2.2)

for all x ∈M, and

ω(y,x) =−ω(x,y); (2.2.3)

for all (x,y) ∈M(1).

Proof. We shall derive (2.2.3) from (2.2.2) by an argument which is quite
general, and which will be used many times over. Since the question is of
infinitesimal nature, it suffices to prove the equation in the case where M is
an open subset of a finite dimensional vector space V ′. Then since M(x) =
x + D(V ′), it follows from KL that the function ω(x,−) : M(x)→ D(V ) ⊆ V
may be described ω(x,y) = Ω(x;y−x), where Ω(x;−) :V ′→V is a linear map;
so collectively, we have a map Ω(−;−) : M×V ′ → V , linear in the variable
after the semicolon. In terms of Ω, the assertion (2.2.3) is that Ω(x;y− x) =
−Ω(y;x−y). Now the desired result follows from the Taylor principle (1.4.2):
we may replace the x in front of the semicolon by x; and then the result follows
by linearity of Ω in its second argument.

Assume, as in the proof of the Proposition, that M ⊆ V ′. Since frames are
bijective maps, it follows that the maps Ω(x;−) : V ′→V , as in the proof of the
proposition, are invertible. Let us denote the inverse of Ω(x;−) by b(x;−) :
V →V ′; then the data of the framing may be expressed

kx(d) = x+b(x;d).

It is convenient here to anticipate a notion and terminology which, in the
present context, will be developed more fully in Chapter 3. Let W be a KL
vector space, and let M be a manifold.

Definition 2.2.3 A function ω : M(1)→W is called a (W-valued) 1-form on M
if ω(x,x) = 0 for all x ∈M.
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Every 1-form satisfies, for all x∼ y,

ω(x,y) =−ω(y,x); (2.2.4)

the proof of this is identical to the proof of (2.2.3).

Note that the framing-1-form for a framing k : M×D(V )→ M(1) is a V -
valued 1-form in the sense of this definition.

Definition 2.2.4 A 1-form ω is called a closed 1-form if for any infinitesimal
2-simplex (x,y,z) in M, we have

ω(x,y)+ω(y,z) = ω(x,z);

equivalently, by (2.2.4), if

ω(x,y)+ω(y,z)+ω(z,x) = 0.

If f : M→W is a function, we get a W -valued 1-form d f on M by putting

d f (x,y) := f (y)− f (x).

Clearly, d f is closed. If ω is a W -valued 1-form on M , we get a W -valued
function dω , defined on the space of infinitesimal 2-simplices x,y,z in M, by
putting

dω(x,y,z) := ω(x,y)+ω(y,z)−ω(x,z).

So dω is constant 0 iff ω is closed.

Definition 2.2.5 A 1-form ω : M(1) →W is called exact if ω = d f for some
f : M→W; and then f is called a primitive of ω .

Exercise 2.2.6 Let ω be a 1-form on a manifold M, ω : M(1) →W (with W
a KL vector space). Prove that there exists a unique extension of ω to a map
M(2) →W satisfying (2.2.4) for all x ∼2 y. (Hint: It suffices to consider the
coordinatized situation M ⊆V , and use Theorem 1.4.2.)

If M is an open subset of a finite dimensional vector space V , the data of a
W -valued 1-form ω on M may be encoded, as in the proof of Proposition 2.2.2,
by a function Ω : M×V →W ,

ω(x,y) = Ω(x;y− x)

linear in the argument after the semicolon. In such a coordinatized situation,
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Proposition 2.2.7 The 1-form ω is closed iff the bilinear dΩ(x;−,−) : V ×
V →W is symmetric for all x ∈M.

Proof. Closedness of ω means the vanishing of ω(x,y)+ω(y,z)−ω(x,z), for
all infinitesimal 2-simplices (x,y,z) in M. We calculate this in terms of Ω; we
get

Ω(x;y− x)+Ω(y;z− y)−Ω(x;z− x)

=Ω(x;y− x)+Ω(x;z− y)+dΩ(x;y− x,z− y)−Ω(x;z− x),

by Taylor expansion of the middle term. By linearity of Ω(x;−), three of
the terms cancel each other, and we are left with dΩ(x;y− x,z− y), which
is = dΩ(x;y− x,z− x) by the “Taylor principle”. To say that the bilinear
dΩ(x;−,−) vanishes for all (y− x,z− x) ∈ D̃(2,V ) is by Proposition 1.3.3
equivalent to saying that dΩ(x;−,−) is symmetric.

Corollary 2.2.8 If M is a 1-dimensional manifold, then any 1-form on M is
closed.

Proof. It suffices to consider the case where M is an open subset of a 1-
dimensional vector space V . Now any bilinear form V ×V → W on a 1-
dimensional vector space V is symmetric, so the result is immediate from the
Proposition.

If ω is a W -valued 1-form on M, we may ask for a partial primitive for
ω on a subset S ⊆ M: this means a function f : S→W such that ω(x,y) =
f (y)− f (x) for all x,y ∈ S with x∼ y in M.

Proposition 2.2.9 A 1-form ω on M has a partial primitive on each M(x) if
and only if ω is closed.

Proof. If ω is closed, then for each x ∈ M, the function ω(x,−) is a partial
primitive on S = M(x), since ω(y,z) = ω(x,z)−ω(x,y) for all y,z in M(x)
with y∼ z; the other implication is trivial.

It is possible to prove that closed 1-forms actually have partial primitives
on each Mk(x); essentially, one gets such partial primitive by “integration by
power series” up to degree k.

The easy proof of the following Proposition is left to the reader (use coordi-
nates, and a presentation of ω in terms of Ω, as in the proof of (2.2.3)).

Proposition 2.2.10 Let ω be a 1-form on a manifold with values in a KL vector
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space. Then for x∼ y, and t ∈ R,

t ·ω(x,y) = ω(x,(1− t) · x+ t · y).

2.3 Affine connections
(Affine connections are a special case of connections in a more general sense
discussed in Sections 2.5 and 5.2.)

An affine connection on a manifold M is a law λ which to any infinitesimal
2-whisker (2.1.3) in M, i.e. to any triple of points (x,y,z) in M with x ∼ y and
x∼ z, associates a fourth point λ (x,y,z), subject to the conditions

λ (x,x,z) = z (2.3.1)

and

λ (x,y,x) = y. (2.3.2)

This conception of affine connections first appeared in [41].

For some of the calculations, it is convenient to change the notation λ (x,y,z)
into one with x in the middle, as follows:

λ (x,y,z) = [[y,x,z]].

In the following figure, the line segments (whether single or double) indi-
cates the relation of being neighbours (i.e. the relation ∼):
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q q λ (x,y,z) = [[y,x,z]]
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(2.3.3)

The figure† is meant to indicate that the data of λ provides a way of closing
an infinitesimal whisker (x,y,z) into a parallellogram (one may say that λ pro-
vides a notion of infinitesimal parallelogram); but note that λ is not required to
be symmetric in y and z, which is why we in the figure use different signatures

† Note the difference between this figure and the figure (2.1.7), in which y and z (there: x1 and
x2) are assumed to be neighbours, and where the parallelogram canonically may be formed.
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for the line segments connecting x to y and to z, respectively. Let us call an
ordered 4-tuple (x,y,z,u) in M a λ -parallelogram if u = λ (x,y,z)(= [[y,x,z]]).

The figure implicitly contains some assertions which need to be proved
(proved in Propositions 2.3.2 and 2.3.3 below); namely the assertions

y∼ λ (x,y,z), (2.3.4)

z∼ λ (x,y,z); (2.3.5)

and the “symmetry” assertions:

if (x,y,z,u) form a λ -parallelogram ,

then so do

(y,x,u,z),(z,u,x,y) and (u,z,y,x).
(2.3.6)

The symmetry assertions form a set of three assertions; they read in equational
form

λ (y,x,λ (x,y,z)) = z; (2.3.7)

λ (z,λ (x,y,z),x) = y; (2.3.8)

λ (λ (x,y,z),z,y) = x. (2.3.9)

These assertions look more algebraic in the [[y,x,z]] notation: in so far as these
three equations go, [[y,x,z]] behaves like y ·x−1 · z does in a group; for instance
(2.3.7) reads in this notation

[[x,y, [[y,x,z]] ]] = z

corresponding to x · y−1 · (y · x−1 · z) = z.
The symmetry assertions can be stated succinctly; the four-group (= the

symmetry group of a rectangle, i.e. the group = Z×Z) acts on the set of λ -
parallelograms. If λ is furthermore symmetric in the sense

λ (x,y,z) = λ (x,z,y),

or equivalently [[y,x,z]] = [[z,x,y]], then the eight-group (symmetry group of
a square) acts on the set of λ -parallelograms; in this case we call the connec-
tion torsion free or symmetric. – To say that λ is torsion free is equivalent to
saying that if (x,y,z,u) is a λ -parallelogram, then so is (x,z,y,u). For a sym-
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metric affine connection, some geometric theory of “metric” nature becomes
available; we have placed some of this theory in Section 8.2 in the chapter on
metric notions, but it can also be read naturally now.

If λ is torsion free, so that we may interchange y and z, we get from (2.3.9)
that

λ (λ (x,y,z),y,z) = x; (2.3.10)

in fact, the implication goes both ways:

Proposition 2.3.1 The affine connection λ is torsion free if and only if (2.3.10)
holds for all x,y,z (with x∼ y and x∼ z).

Proof. To say the equation holds for all x,y,z is to say that if (x,y,z,u) is a
λ -parallelogram, then so is (u,y,z,x). But (u,y,z,x) is a λ -parallelogram iff
(x,z,y,u) is so, by the four-group symmetry assertions (2.3.6).

Let us for each x ∈M define the map bx : M(x)×M(x)→M(x) by the left
hand side of (2.3.10),

bx(y,z) := λ (λ (x,y,z),y,z). (2.3.11)

By Proposition 2.3.1, the maps bx measure the extent to which λ fails to be
torsion free, i.e. they measure the torsion of λ ; we may call bx the intrinsic
torsion of λ at x ∈M. At least when the connection comes from a framing, cf.
Section 2.4, it is a combinatorial rendering of the Burgers vector construction
known from materials science (dislocations in crystals); see [44] and refer-
ences therein.

The torsion of λ will be construed as a tangent-bundle valued combinatorial
2-form in Section 4.8, by a reinterpretation of the intrinsic torsion/Burgers
vector construction.

For any affine connection λ on M, we have the conjugate affine connection
λ , given by

λ (x,y,z) := λ (x,z,y).

or equivalently [[y,x,z]] = [[z,x,y]]. (So for affine connections, symmetric =
torsion free = self-conjugate.)

Christoffel symbols
We proceed to see how affine connections may be described in terms of co-
ordinates. So we consider an affine connection λ on M where M is an open
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subset of a finite dimensional vector space V . Then there is a function Γ :
M×D(V )×D(V )→V given by

λ (x,y,z) = y− x+ z+Γ(x;y− x,z− x). (2.3.12)

(Thus Γ is measuring the defect of λ being the canonical affine connection
on the affine space V , cf. Example 2.3.9 below.) Since λ (x,x,z) = z for all
z∈M(x), we get that Γ(x;0,d2) = 0 for all d2 ∈D(V ). Similarly, λ (x,y,x) = y
for all y ∈M(x) implies that Γ(x;d1,0) = 0 for all d1 ∈ D(V ). By KL for V ,
Γ(x;−,−) therefore extends uniquely to a bilinear map V ×V →V , which we
likewise denote Γ(x;−,−). The Γ(x;−,−)s are the Christoffel symbols for
the connection. The connection is torsion free iff all Γ(x;−,−) are symmetric
bilinear maps V ×V →V .)

Consider an affine connection λ on a manifold M.

Proposition 2.3.2 For x∼ y and x∼ z in M, we have that

λ (x,y,z)∼ y and λ (x,y,z)∼ z.

If furthermore y∼ z, λ (x,y,z)∼ x.

Proof. Since the assertions are coordinate free and local, we may without loss
of generality assume that M is an open subset of a finite dimensional vector
space V , so that we may calculate by Christoffel symbols Γ. Then we have

λ (x,y,z)− y = (z− x)+Γ(x;y− x,z− x).

This, however, is a linear expression in (z− x), but a linear map V → V takes
D(V ) into D(V ); since z− x ∈ D(V ), the first assertion follows. The proof of
the second assertion is similar. The third assertion follows from Proposition
1.2.18.

We next consider the “four-group” symmetry assertions (2.3.7), (2.3.8), and
(2.3.9). Given a manifold M, and given an affine connection λ on it; then

Proposition 2.3.3 For x∼ y and x∼ z in M, we have that

λ (y,x,λ (x,y,z)) = z and λ (z,λ (x,y,z),x) = y.

Proof. To prove the first equation (2.3.7)), it again suffices to carry out the
proof for the case of M an open subset of a finite dimensional vector space
V ; so we express the connection in terms of Γ, as in the proof of the previ-
ous Proposition. As there, we have λ (x,y,z) = y− x + z + Γ(x;y− x,z− x).
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Therefore

λ (y,x,λ (x,y,z)) = x− y+λ (x,y,z)+Γ(y;x− y,λ (x,y,z)− y))

= x− y+(y− x+ z+Γ(x;y− x,z− x))

+Γ(y;x− y,z− x+Γ(x;y− x,z− x))

= x− y+(y− x+ z+Γ(x;y− x,z− x))

+Γ(y;x− y,z− x)

(because of bilinear occurrence of x− y ∈ D(V ), the nested occurrence of Γ

contributes 0)

= z+Γ(x;y− x,z− x)+Γ(y;x− y,z− x);

exchanging the y before the semicolon with x by the Taylor principle, the two
Γ terms cancel, so that we end up with z, as desired.

The second equation (2.3.8) follows by applying what has already been
proved to the conjugate connection. Finally, the third equation (2.3.9) follows
purely formally from the first two.

This proves the Proposition.

Note that the relationship between λ and Γ in the above may also be written

λ (x,x+d,x+d′) = x+d +d′+Γ(x;d,d′)

for x ∈M ⊆V and d and d′ in D(V ).

Recall that one can form affine combinations of mutual neighbour points in
a manifold. In particular, if x,y,z form an infinitesimal 2-simplex, y− x + z
may be formed. We have

Proposition 2.3.4 Let λ be an affine connection on a manifold M. Then λ is
torsion free if and only if for all infinitesimal 2-simplices x,y,z in M, we have
λ (x,y,z) = y− x+ z.

Proof. We may assume that M is embedded as an open subset of a finite
dimensional vector space V . (The affine combination y−x+z does not depend
on the embedding, by the general theory in Chapter 1.) – We can express λ

in terms of the (bilinear) Christoffel symbols Γ(x;−,−) : V ×V → V . Then
clarly λ is torsion free iff the Γ(x;−,−)s are symmetric, which in turn, by
Proposition 1.3.3, is the case iff Γ(x;−,−) vanishes on D̃(2,V ); but Γ(x;d,d′)
is the discrepancy between λ (x,y,z) and y− x + z, where y = x + d and z =
x+d′.

Let us calculate (2.3.11) in terms of Christoffel symbols. We use notation
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as in the proofs of Propositions 2.3.2 and 2.3.3. First note that y−λ (x,y,z) =
(x− z)−Γ(x;y− x,z− x), which clearly depends linearily on x− z. Similarly
z−λ (x,y,z) = (x− y)−Γ(x;y− x,z− x) depends linearily on x− y. Now

bx(y,z) = λ (λ (x,y,z),y,z)

= y−λ (x,y,z)+ z+Γ(λ (x,y,z);y−λ (x,y,z),z−λ (x,y,z));

because the two linear arguments in the Γ-expression depend linearily on x− z
and x− y, respectively, we may, by the Taylor principle, replace the λ (x,y,z)
in front of the semicolon by λ (x,x,x) = x, so that we may continue

=y−λ (x,y,z)+ z+Γ(x;y−λ (x,y,z),z−λ (x,y,z))

=y−
[
y− x+ z+Γ(x;y− x,z− x)

]
+ z

+Γ(x;x− z−Γ(x;y− x,z− x),x− y−Γ(x;y− x,z− x)).

Now, we expand the second line using bilinearity of Γ(x;−,−), and then nested
occurrences of Γ will disappear because they will contain y− x or z− x bilin-
earily. Also, some ys and zs cancel, for purely additive reasons, and we are left
with

= x−Γ(x;y− x,z− x)+Γ(x;x− z,x− y)

= x+
[
Γ(x;z− x,y− x)−Γ(x;y− x,z− x)

]
.

So in terms of Christoffel symbols:

bx(y,z) = λ (λ (x,y,z),y,z)) = x+
[
Γ(x;z− x,y− x)−Γ(x;y− x,z− x)

]
(2.3.13)

If (x,y,z) form an infinitesimal 2-simplex, so that not only x ∼ y and x ∼ z,
but also y ∼ z, then some further constructions can be made: it can easily be
proved (e.g. by using Christoffel symbols) that all points obtained from x,y,z
by means of λ (including for instance bx(y,z)) are mutual neighbours, and
therefore further affine combinations may be made. This in particular applies
to the affine combination in the following:

Proposition 2.3.5 Let λ be an affine connection, and let (x,y,z) be an infinites-
imal 2-simplex. Then

bx(y,z) = 2[y− z+λ (y,x,z)]− x.

Proof. Note that all the terms in the equation have “objective” significance,
i.e. they don’t depend on any coordinatization. For the proof of the equation
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claimed, we may therefore freely use any coordinatization, and do the calcula-
tion in terms of Christoffel symbols for λ . We have already calculated bx(y,z);
this is the equation (2.3.13) above. However, since (x,y,z) is an infinitesimal
simplex, the bilinear Γ(x;−,−) behaves on (y− x,z− x) as if it were alternat-
ing, so we have

bx(y,z) = x+2Γ(x;z− x,y− x).

On the other hand

y− z+λ (y,x,z) = y− z+[x− y+ z+Γ(y;x− y,z− y)].

Because of the linear occurrence of x− y in the Γ expression, we may replace
the two other occurrences of y in it by x, and so the equation continues

= y−z+[x−y+z+Γ(x;x−y,z−x])= x+Γ(x;x−y,z−x)= x+Γ(x;z−x,y−x),

the last equation sign again using that Γ(x;−,−) is alternating on (y−x,z−x).
The result then follows by an immediate additive calculation.

Problem. Given an affine connection; what is the condition that it extends
from a completion procedure for 2-whiskers to a (unambiguous?) completion
procedure for k-whiskers (k ≥ 3)? (Certainly, it suffices that the connection is
integrable in the sense of Definition 2.4.5.)

Exercise 2.3.6 Let M be a manifold equipped with an affine connection λ . For
each infinitesimal 2-whisker (x,y,z) in M (so x ∼ y and x ∼ z), we construct a
singular square [x,y,z]λ : R2→M by the recipe

(s, t) 7→ λ (x, [x,y](s), [x,z](t)),

where [x,y] : R→M is the infinitesimal line segment given by x,y (thus [x,y](s)=
(1− s)x + sy; similarly for [x,z]). (Note that the singular square R2→M thus
described does not qualify as an infinitesimal parallelogram, unless y∼ z.)

Prove that the restriction of [x,y,z]λ to each vertical line (s = constant) de-
fines an infinitesimal line segment R→ M. Similarly for the restriction of
[x,y,z]λ to each horizontal line.

Hint: it suffices to consider the case where M is an open subset of a finite
dimensional vector space V , so that λ may be described by its Christoffel sym-
bols.

Further geometric aspects of torsion-free (= symmetric) affine connections
are given in Chapter 8.

Besides the property of being torsion free, there is another geometric prop-
erty which an affine connection may or may not have, namely the property of
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being curvature free or flat. To state it, it is convenient to think of λ (x,y,z) =
[[y,x,z]] as the result of transporting z along the (infinitesimal) line segment
from x to y; so x,y is the active aspect, the one which transports, whereas z is
the passive one: z is being transported. Let us write ∇(y,x) for the “transport”
map M(x)→M(y) given by z 7→ λ (x,y,z), to emphasize the active aspect of
x,y: ∇(y,x) transports neighbours z of x to neighbours of y; so

∇(y,x)(z) = λ (x,y,z). (2.3.14)

With this notation, the equation (2.3.7) says that the transport maps ∇(x,y) and
∇(y,x) are inverse of each other.

Recall (cf. (2.1.8) that the multiplicative monoid (R, ·) acts on any monad
M(z) in a manifold. We have

Proposition 2.3.7 The transport map ∇(y,x) : M(x)→M(y) is equivariant
w.r.to the action of (R, ·) on the monads.

This is is left as an Exercise using Christoffel symbols:

Exercise 2.3.8 The quantities to be compared are λ (x,y,(1− t) · x + t · z) and
(1− t) · y+ t ·λ (x,y,z); prove that both these quantities come out as y+ t · z−
t · x+ t ·Γ(x;y− x,z− x).

If x,y,z form an infinitesimal 2-simplex in M, and u ∼ x, we may transport
u either directly along x,z, or we may transport it in two stages, by first trans-
porting u along x,y, and then transporting along y,z. This will in general give
different results. We say that the connection is flat or curvature free if the result
is always the same, i.e. for any infinitesimal 2-simplex (x,y,z) in M,

∇(z,x) = ∇(z,y)◦∇(y,x), (2.3.15)

as maps M(x)→M(z).
We shall in Section 2.4 describe how framings on a manifold give rise to flat

affine connections.
Note that the re-interpretation of an affine connection λ (x,y,z) as a family

of transport maps ∇(y,x) does not treat y and z on equal footing; to say that λ is
curvature free does not imply that the conjugate connection λ is also curvature
free (it does, of course, in case λ is torsion free, i.e. in case λ = λ ).

Let us record explicitly in terms of λ (or rather, in terms of [[−,−,−]]) what
it means for it to be flat, and also, in the same terms, what it means for the
conjugate affine connection λ to be flat. This is entirely a matter of equational
rewriting, and we leave the proof as an exercise:
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The affine connection λ is flat iff for all infinitesimal 2-simplices (x0,x1,x2)
and for all z∼ x0, we have

[[x2,x1, [[x1,x0,z]] ]] = [[x2,x0,z]],

and the conjugate affine connection λ is flat iff for all such (x0,x1,x2,z), we
have

[[ [[z,x0,x1]],x1,x2]] = [[z,x0,x2]].

(Both these equations are, for the operation [[y,x,z]] := y · x−1 · z in a group,
aspects of the associative law of the group multiplication.)

Example 2.3.9 In an affine space M (say, a vector space), the ternary operation
λ (“parallelogram-formation”) given by λ (x,y,z) := y− x + z (or [[y,x,z]] =
y−x+z) is everywhere defined; assume M is a finite dimensional vector space.
Then the restriction of λ to infinitesimal whiskers (x,y,z) is an affine connec-
tion. It is torsion free, as well as curvature free. We call it the canonical affine
connection on the affine space M. It restricts to an affine connection also on
any open subset of the affine space in question.

This example explains why the figure above is drawn as a parallelogram;
also it explains, I believe, why a structure like λ is called an affine connection.

The example can be generalized, as follows. For simplicity, assume that M
is an open subset of a finite dimensional vector space V . Let Γ : M×V ×V →
M be a map, bilinear in the last two arguments. Then the canonical affine
connection on M may be deformed by Γ as follows (for x∼ y, x∼ z)

λ (x,y,z) := y− x+ z+Γ(x;y− x,z− x).

This affine connection is torsion free iff all Γ(x;−,−) are symmetric.

Example 2.3.10 In a (multiplicatively written) group (assumed to be a mani-
fold), the law λ (x,y,z) := yx−1z, i.e. [[y,x,z]] = yx−1z, similarly defines a flat
affine connection. The conjugate connection λ is given by λ (x,y,z) = zx−1y;
it is likewise flat. We have that λ is torsion free if the group is commutative.
(Conversely, under suitable connectedness assumptions of the group G, known
from classical Lie group theory, torsion-freeness of λ , implies commutativity
of the group; in classical perspective, this is the assertion that a connected Lie
group with abelian Lie algebra is commutative.)

Note that the transport laws ∇ for this affine connection λ may be described

∇(y,x) = left multiplication by yx−1,
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and the transport laws ∇ for the affine connection λ may be described

∇(y,x) = right multiplication by x−1y.

This example generalizes to (Lie-) pregroups, in the sense of [40].

Example 2.3.11 Let M be a smooth surface in the 3-dimensional Euclidean
space. Given an infinitesimal 2-whisker (x,y,z) in M, we may in the ambient
affine 3-space form y− x + z. It will in general not be in M, but we may
project it orthogonally back into M – projection in the direction of the surface
normal at x will do. Denote the point in M thus obtained by λ (x,y,z). This
λ construction will be an affine connection on M, evidently torsion free (but
usually not flat). (It is known as the Levi-Civita- or Riemannian connection. It
will be discussed in Chapter 8 below, for abstract Riemannian manifolds.) –
Note that if (x,y,z) form an infinitesimal 2-simplex, then y−x+ z will already
itself be in M (the inclusion of M into 3-space preserves and reflects affine
combinations of mutual neighbours), so λ (x,y,z) = y− x+ z.

This recipe in particular provides an affine connection on the (whole) surface
of the earth.

Note that this way of getting an affine connection also applies to a smooth
curve C in a 2-dimensional Euclidean plane. In this case, the affine connection
constructed will not only be torsion free, but also flat; this follows from the
theory of differential forms (Chapter 3) below.

2.4 Affine connections from framings
Let V be a finite dimensional vector space. Given a manifold M and a V -
framing k on it, with associated family of infinitesimal coordinatizations cx :
M(x)→ D(V ), for x ∈M. Then we get an affine connection λ = λk on M by
putting

λ (x,y,z) := ky(k−1
x (z)) = c−1

y (cx(z)).

Verbally, “λ (x,y,z) is that point which in the coordinate system at y has the
same coordinates as z does in the coordinate system at x”.

(Note that the recipe providing λk(x,y,z) does not require that y ∼ x, but it
does require that z∼ x.)

The transport law ∇(y,x) : M(x)→M(y) for this connection λ is simply
ky ◦ k−1

x ; so for an infinitesimal 2-simplex x,y,z in M,

∇(z,y)◦∇(y,x) = kz ◦ k−1
y ◦ ky ◦ k−1

x = kz ◦ k−1
x = ∇(z,x),

so that λk is a flat affine connection:
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Proposition 2.4.1 An affine connection λk defined by a framing k is flat.

The affine connection λk may have torsion, and the conjugate affine connection
may not be flat. – We consider affine connections arising in this way in Section
3.7.

A particular case is the “construction-site” framing in example 2.2.1. It
provides a flat affine connection on M = surface of the earth minus the poles.
Unlike the framing itself, the connection does not depend on choice of unit
measure for length.

For the case of the unit sphere M, we shall describe this framing in terms of
spherical coordinates (with θ = distance from “Greenwich Meridian” and φ =
pole distance, both measured in radians). For x = (θ ,φ), kx : D(2)→M(x)⊆
M is given by

kx(d1,d2) = (θ +
d1

sinφ
,φ +d2),

and thus cx(θ +δ1,φ +δ2) = (δ1 ·sinφ ,δ2). The framing 1-form ω : M(1)→R2

is given by ω((θ ,φ),(θ +δ1,φ +δ2)) = (δ1 · sinφ ,δ2).
We shall see that this connection has torsion; let us calculate λ in spherical

coordinates, in continuation of the calculation above. Let us first note a piece of
trigonometry: if d2 = 0, sin(φ +d) = sin(φ)+d ·cos(φ), by Taylor expansion,
and so

sin(φ)
sin(φ +d)

=
sin(φ)

sin(φ)+d · cos(φ)
=

1
1+d · cot(φ)

= 1−d · cot(φ). (2.4.1)

Let x = (θ ,φ), y = (θ ′,φ ′), and z = (θ + δ1,φ + δ2) (with (δ1,δ2) ∈ D(2)).
Then we have cx(z) = (δ1 · sin(φ),δ2), so

λ (x,y,z) = ky(cx(z)) = (θ ′+
δ1 · sin(φ)

sin(φ ′)
,φ ′+δ2).

If now y = (θ ′,φ ′) is ∼ x, we have (θ ′,φ ′) = (θ + d1,φ + d2) with (d1,d2) ∈
D(2). Then we have by substituting in the above expression that

λ (x,y,z) = (θ +d1 +δ1 ·
sin(φ)

sin(φ +d2)
,φ +d2 +δ2),

and by the calculation (2.4.1) above we may continue

= (θ +d1 +δ1−δ1 ·d2 · cot(φ),φ +d2 +δ2).

Since d2 ·δ1 need not be d1 ·δ2, the expression here is not symmetric in y and
z, so the connection is not symmetric (= torsion free).

Let V be a finite dimensional vector space. For an arbitrary V -framing k on
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a manifold M , we have the associated affine connection λ = λk, as described
above

λ (x,y,z) = ky(k−1
x (z)),

and we have the V -valued framing form ω = ωk, as described in Section 2.2

ω(x,y) = k−1
x (y).

We shall prove:

Theorem 2.4.2 Let k be a V -framing on a manifold M, with framing 1-form ω

and with associated affine connection λ . Then the following three conditions
are equivalent:

1) ω is closed

2) λ is torsion free

3) for any infinitesimal 2-simplex (x,y,z) in M, λ (x,y,z) = y− x+ z.

Proof. The equivalence of 2) and 3) was proved in Proposition 2.3.4 for arbi-
trary affine connections. We shall prove the equivalence of 1) and 3). Since the
question is local, we may assume that M is an open subset of a finite dimen-
sional vector space U . Then we may express both λ , kx, and ω in coordinate
terms as follows. For x ∈M, v ∈ D(V ),

kx(v) = x+b(x;v)

where b(x;−) : V →U is a linear isomorphism, with inverse β (x;−) : U →V .
Then

ω(x,y) = β (x;y− x),

(so β is the same as the Ω considered in the proof of Proposition 2.2.2); also,
the defining equation of λ , λ (x,y,z) := ky(k−1

x (z)) translates into

λ (x,y,z) := y+b(y;β (x;z− x)).

Let us, in terms of β , calculate dω(x,y,z) for an infinitesimal 2-simplex (x,y,z)
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in M. We have

dω(x,y,z) = ω(x,y)+ω(y,z)−ω(x,z)

= β (x;y− x)+β (y;z− y)−β (x;z− x)

= β (x;y− z)+β (y;z− y)

by combining the two outer terms and using linearity of β (x;−); now do a
Taylor expansion on the second term:

= β (x;y− z)+β (x;z− y)+dβ (x;y− x,z− y)

= dβ (x;y− x,z− y)

= dβ (x;y− x,z− x)

using Taylor principle for the last equality; summarizing:

dω(x,y,z) = dβ (x;y− x,z− x), (2.4.2)

for any infinitesimal 2-simplex (x,y,z) in M ⊆U .
Let us also rewrite the expression for λ (x,y,z), using Taylor expansions

from x in the direction y− x; we have

λ (x,y,z) = y+b(y;β (x;z− x))

= y+b(x;β (x;z− x))+db(x;y− x,β (x;z− x))

= y+(z− x)+db(x;y− x,β (x;z− x))

since b(x;−) and β (x;−) are inverse of each other. (This, in effect, provides
a calulation of the Christoffel Symbols for λ .) Using Corollary 1.4.12, with
u = y− x, v′ = z− x, we therefore have

λ (x,y,z) = y− x+ z−b(x;dβ (x;y− x,z− x)), (2.4.3)

for any infinitesimal 2-whisker (x,y,z) in M. In particular, we have, for any in-
finitesimal 2-simplex (x,y,z), that λ (x,y,z)= y−x+z if and only if b(x;dβ (x;y−
x,z−x)) = 0. Since b(x;−) is invertible, this is the case iff dβ (x;y−x,z−x) =
0. This in turn is equivalent to closedness of ω , by (2.4.2). This proves the
equivalence of 1) and 3) in the Theorem.

Exercise 2.4.3 If λ1 and λ2 are affine connections on a manifold M, then for
any infinitesimal 2-whisker x,y,z in M, we have λ1(x,y,z)∼ λ2(x,y,z). (Hint:
express the λ s in terms of coordinates and Christoffel symbols, as in (2.3.12).)
Deduce that one can form affine combinations of any set of affine connections
on M (just take the requisite affine combination of the values of the λis).

In particular, for any affine connection λ , one may form the midpoint of λ

and λ . It is a torsion free affine connection.
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Deduce that for any affine connection λ and any infinitesimal 2-simplex
x,y,z, we have

1
2

λ (x,y,z)+
1
2

λ (x,y,z) = y− x+ z.

(Hint: use Proposition 2.3.4.)
The affine combinations on M in fact form canonically an affine space.

Let M and N be manifolds.

Definition 2.4.4 A map f : M→ N is called a local diffeomorphism or étale†
if for each x ∈M, f maps M(x) bijectively onto M( f (x)).

If M and N are manifolds equipped with affine connections λ1 and λ2, re-
spectively, it is clear what it means to say that a map f : M→ N is a morphism
of manifolds-with-affine-connection, namely that

f (λ1(x,y,z)) = λ2( f (x), f (y), f (z))

whenever x,y,z form an infinitesimal 2-whisker in M. This is in particular
interesting when f is a local diffeomorphism, as in the following definition.

Definition 2.4.5 An affine connection λ on M is called integrable if there is
a finite dimensional vector space V and a local diffeomorphism f : M → V
such that λ corresponds to the canonical affine connection on V via f , more
precisely

f (λ (x,y,z)) = f (y)− f (x)+ f (z)

for all x∼ y, x∼ z in M.

Clearly, an integrable connection is torsion free.

Proposition 2.4.6 Let k be a V -framing on M. If the framing 1-form is exact,
then the connection λ = λk is integrable.

Proof. The assumption is that there exists a map f : M→V such that for x∼ y
in M, we have k−1

x (y) = f (y)− f (x). Since k−1
x maps M(x) bijectively to D(V ),

f maps M(x) bijectively to M( f (x)) = D(V )+ f (x), so it is a local diffeomor-
phism. – Now let x∼ y, x∼ z in M. Then by definition k−1

y λ (x,y,z) = k−1
x (z)

which we may rewrite in terms of f ,

f (λ (x,y,z))− f (y) = f (z)− f (x),

† The terminology is only fully justified in case a suitable Inverse Function Theorem is available,
“from infinitesimal invertibility to local invertibility”.
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which is equivalent to the desired relationship between f and λ .

Note that the proof gives a little more than asserted in the statement: namely
that a primitive of the framing 1-form will serve as the map witnessing inte-
grability of the connection.

2.5 Bundle connections

(A formulation of a general connection notion in terms of groupoids is given
in Section 5.2 below. This is the context in which curvature of connections is
best described.)

We use the term bundle over M for any map π : E → M; E is the total
space and M the base of the bundle; the fibre over x ∈ M is the subspace
Ex := π−1(x)⊆ E. A map of bundles over M is a map between the total spaces
making the obvious triangle commute.

Examples of bundles over M are proj1 : M(1)→M, and product bundles like
proj : M×F →M. The map (2.1.1) above is a map of bundles over M.

For a bundle π : E → M over a manifold, we have a notion of connection
(due to Joyal, unpublished), which we describe now. We shall use the term
bundle-connection, to distinguish it from the related notion of connection in
a groupoid, to be considered in Section 5.2 below. Affine connections can be
construed as bundle connections, and also as groupoid connections.

So given a bundle π : E → M, with M a manifold. A bundle connection
in it is a law ∇ which to any (x,y) ∈ M(1) and e ∈ Ex associates an element
∇(y,x)(e) ∈ Ey, subject to the requirement

∇(x,x)(e) = e (2.5.1)

for any x ∈M and any e ∈ Ex.

Remark 2.5.1 The reader may prefer to think of ∇ as providing an action (left
action) of the graph M(1) ⇒ M on E → M. We may say that ∇(y,x) acts on
e to give ∇(y,x)(e), or that ∇(y,x) transports e ∈ Ex to ∇(y,x)(e) ∈ Ey. This
leads to another way of describing connections in E →M (satisfying (2.5.2)),
which is to consider the groupoid S(E →M) whose objects are the fibres of
E→M, and whose arrows are the bijections between such fibres; then ∇(y,x)
may be seen as an arrow in this groupoid. This is the viewpoint in Section 5.2
below. – Sometimes, we shall want a symbol, like a for the action itself, and
write ∇(y,x) a e for ∇(y,x)(e) (or even (y,x) a e or yxe).
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The following property can the be verified in many situations, using coordi-
nates (see e.g. Example 2.5.2 below):

∇(x,y)(∇(y,x)(e)) = e (2.5.2)

for any (x,y) ∈M(1) and any e ∈ Ex.

If (x,y,z) is an infinitesimal simplex in M, and ∇ is a bundle connection in
a bundle E → M, we have for any e ∈ Ex two elements in Ez which we may
want to compare, namely the direct transport of e from x to z, or the transport
via y; we say that the bundle-connection is flat or curvature free if these two
elements are always the same, i.e. if for all infinitesimal simplices (x,y,z) and
all e ∈ Ex,

∇(z,x)(e) = ∇(z,y)(∇(y,x)(e)), (2.5.3)

or equivalently, if

∇(z,y)◦∇(y,x) = ∇(z,x)

as maps Ex → Ez. This is in analogy (and in fact generalizes) the notion of
flatness of affine connections.

There is a property which can be verified in many situations, using coor-
dinates (see Example 2.5.2 below); namely that under the same assumptions
(that x,y,z form an infinitesimal 2-simplex, and e ∈ Ex)

∇(z,y)(∇(y,x)(e))∼ e (2.5.4)

We shall, however, not make (2.5.2) or (2.5.4) part of the definition of bundle-
connection.

Note that ∇(z,x)(e)∼ e, so flatness of ∇ implies (2.5.4).

Example 2.5.2 Let U and V be finite dimensional vector spaces, and consider
a bundle connection in the bundle U ×V →U . Since ∇(x,x) a (x,v) = (x,v),
it follows that the connection is of the form

∇(y,x) a (x,v) = (y,v+L(x,v;y− x)),

with L : U×V ×V →V , linear in the last variable. We now calculate ∇(z,y) a
∇(y,x) a (x,v). It is of the form (z,w) for some w∈V , and this w, we calculate
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in terms of the function L. We have

w = v+L(x,v;y− x)+L(y,v+L(x,v;y− x);z− y)

= v+L(x,v;y− x)+L(y,v;z− y)+dL(y,v;L(x,v;y− x),z− y)

by taking directional derivative of L in its second variable in the direction
L(x,v;y− x); we now use the Taylor principle and replace the first occurrence
of x by y, so that we have

= v+L(y,v;y− x)+L(y,v;z− y)+dL(y,v;L(x,v;y− x),z− y)

= v+L(y,v;z− x)+dL(y,v;L(x,v;y− x),z− y)

using linearity of L in the argument after the semicolon. Finally, the last term
has a linear occurrence y− x, so that we may replace the last letter y by x, and
after this replacement, we have

= v+L(y,v;z− x)+dL(y,v;L(x,v;y− x),z− x).

Each of the last two terms now depends linearily on z− x; summarizing, w =
v+ L̃(z− x), with L̃ linear. Then also (z,w)− (x,v) ∈U ×V depends linearily
on z− x and therefore (z,w)∼ (x,v). This proves that (2.5.4) holds.

This example may be modified to give that (2.5.4) holds for bundles E→M
which locally are product bundles U ′×V ′ with U ′ and V ′ manifolds.

An affine connection λ on M may be seen as a bundle connection ∇ in the
bundle M(1) → M (= the bundle whose fibre over x is M(x)); namely via the
formula

∇(y,x)(z) := λ (x,y,z). (2.5.5)

The equation (2.5.1) holds by virtue of (2.3.1). Then (2.5.2) holds, by (2.3.7)
(put e = z). (Essentially the same formula gives that an affine connection may
be interpreted as a bundle connection in the tangent bundle T M → M, see
Proposition 4.3.7 below.)

The notion of torsion which one has for affine connections, makes no sense
for general bundle connections.

The fibres Ex of a bundle E→M may be equipped with some structure; they
may be vector spaces (so E →M is a vector bundle); or they may be pointed
spaces (so the chosen points in the Exs define a cross section of E→M – vice
versa, a cross section of E→M makes the Exs into pointed spaces).

In these cases, it makes sense to say that a bundle connection ∇ in E →M
preserves the structure in question: this means that each individual ∇(y,x) :
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Ex → Ey preserves the structure. Thus, if E → M is a vector bundle, and ∇

preserves the vector space structure, one says that ∇ is a linear connection.
(Note that the connection studied in Example 2.5.2 is a linear connection iff
the function L : U×V ×V →V is linear in the second variable.) If E→M is a
bundle of groups, or algebras, and ∇ preserves the group structure (respectively
the algebra structure), one says that ∇ is a group connection, respectively an
algebra connection, etc.

The bundle M(1)→M have the monads M(x) for its fibres; they are pointed
sets, M(x) having as base point x. Equivalently, there is given a cross section
of M(1)→M, namely the diagonal map x 7→ (x,x). When an affine connection
λ in M is seen as a bundle connection in M(1) → M, it preserves the pointed
structure: ∇(y,x)(x) = y. This is equation (2.3.2).

Example 2.5.3 An ordinary differential equation y′ = F(x,y), as in the Cal-
culus Books, may be seen as a bundle connection. Let M ⊆ R be an open set
(an “open interval”, say) and assume F is defined for (x,y) ∈ M×R. Then
y′ = F(x,y) defines a bundle connection in the bundle M×R→M, as follows:
for x and x1 in M, with x∼ x1, put

∇(x1,x)(x,y) := (x1,y+F(x,y) · (x1− x)). (2.5.6)

If x1 = x, the right hand side clearly is (x,y), so (2.5.1) holds.

What has been proved here can also be formulated: the map ∇(x1,x) pro-
vides an invertible map from the fibre over x to the fibre over x1, with ∇(x,x1)
as inverse. This leads to the abstract groupoid-theoretic viewpoint on connec-
tions, as will be discussed in Section 5.2 .

In the present case, the fibres may be identified with R (= the y-axis). With
this identification, ∇(x1,x) may be seen as an invertible map (diffeomorphism)
R→ R, with formula y 7→ y+F(x,y) · (x1− x).

Conversely, let M ⊆ R be open, and consider a bundle connection ∇ in the
bundle M×R→M. For (x,y) ∈M×R and d ∈ D, we have ∇(x + d,x)(x,y)
in the fibre over x + d, thus it is of the form (x + d,η(d)) for some function
η : D→ R. By (2.5.1), η(0) = y, so by KL, η is of the form η(d) = y+d ·F
for some constant F ∈ R. Now let (x,y) vary; the constant F ∈ R then becomes
a function of (x,y), so we have F : M×R→ R. The given bundle connection
is now the one given as above by the differential equation y′ = F(x,y).

So there is a bijective correspondence between bundle connections in M×
R→ M and ordinary (first-order) differential equations y′ = F(x,y) (with F :
M×R→ R).
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2.6 Geometric distributions

We give examples from differential geometry below, but since some of the
theory is pure combinatorics (graph theory, in fact), we begin by a formal
combinatorial treatment, which also makes sense in other contexts than SDG.

So we consider a set M and a reflexive symmetric relation ∼ on M. For
x ∈ M, we put M(x) = {y ∈ M | y ∼ z} (in graph theory, this is sometimes
called the star of x.)

A pre-distribution (relative to ∼) is a reflexive symmetric relation ≈ which
refines ∼ in the sense that x≈ y implies x∼ y. We put M≈(x) = {y ∈M | y≈
x}. We have M≈(x) ⊆M(x). A pre-distribution (relative to a given ∼) may
be described in terms of this family of subsets.

This synthetic rendering of geometric distributions appeared in [50].

Definition 2.6.1 A pre-distribution ≈ on M (relative to ∼) is called involutive
if for all x,y,z in M,[

x≈ y , x≈ z and y∼ z
]

imply y≈ z. (2.6.1)

A relevant picture is the following; single lines indicate the neighbour relation
∼, double lines indicate the assumed “strong” neighbour relation ≈.
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This idea is reminiscent of (one of) Ehresmann’s formulations of the notion of
foliation on M, given in terms of two topologies on M, one refining the other,
[16]. – With suitable understanding of the words: to say that ≈ is involutive is
to say that it is relatively transitive (relative to ∼).

Note that if r is an equivalence relation on M, then the relation

x∼r y iff x∼ y and x r y (2.6.2)

is an involutive pre-distribution (relative to ∼).

An integral set for a pre-distribution ≈ on M (relative to ∼) is a subset
F ⊆M such that for any x ∈ F ,

M(x)∩F ⊆M≈(x),
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or, equivalently, such that[
x ∈ F,y ∈ F and x∼ y

]
imply x≈ y. (2.6.3)

Clearly a subset of an integral set for ≈ is again integral. Also, M itself is an
integral set iff ≈ equals ∼.

The sets M≈(x) need not be integral subsets; rather

Proposition 2.6.2 For any pre-distribution≈, the following two conditions are
equivalent:

1) ≈ is involutive
2) all sets of the form M≈(u) (u ∈M) are integral subsets,

Proof. Assume 1), and let x ∈M≈(u), y ∈M≈(u) and x ∼ y. Then u ≈ x,
u ≈ y and x ∼ y, but these three conditions imply x ≈ y, by involutivity of ≈.
So (2.6.3) holds for F = M≈(u). – Assume conversely 2), and assume x ≈ y,
x≈ z and y∼ z. With F := M≈(x), we have y ∈ F , z ∈ F , and y∼ z. Since F
is integral, we conclude y≈ z.

We now return to the context of SDG, so that M is a manifold, and the
relation ∼ is the (1st order) neighbour relation M(1) ⊆M×M.

The celebrated Frobenius Theorem which we are about to state is an integra-
tion result, and it depends on topological notions for its formulation, notably
on a suitable notion of a connected set; recall from the Appendix (Section 9.6)
that this may be taken to mean path connected, or (cf. Remark 9.6.3) it may be
taken in a sense that depends on the notion of open set. .

Consider a pre-distribution ≈ on a manifold M.

Definition 2.6.3 A leaf Q through x ∈ M is an integral subset which is con-
nected, and which is maximal in the following sense: any other integral con-
nected subset F containing x is contained in Q.

By maximality, it is clear that a leaf through x is unique if it exists. In
this case, we may denote it Q(x). And x ∈ Q(x) (apply maximality and use
F = {x}).

Proposition 2.6.4 Assume that for every x ∈M, there is a leaf Q(x) through x.
Then if y ∈ Q(x), we have that Q(y) = Q(x), and the family of leaves form a
partition of M.

Proof. The set Q(x) is a connected integral subset, and it contains y by as-
sumption. By the maximality of the leaf Q(y), we therefore have Q(x)⊆Q(y).
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Since x ∈ Q(x), we therefore also have x ∈ Q(y). So Q(y) is a connected inte-
gral subset containing x, and therefore, by maximality of Q(x), Q(y) ⊆ Q(x).
So Q(x) = Q(y). From this immediately follows that the Qs form a partition
(parametrized by the space M).

Proposition 2.6.5 Assume that ≈ is involutive, and assume that for every x ∈
M, there exists a leaf Q(x) through x. Assume that each M≈(x) is connected.
Then M≈(x) = M(x)∩Q(x).

Proof. Since ≈ is involutive, we get by Proposition 2.6.2 that the set M≈(x)
is an integral subset; it contains x, and it is connected by assumption. By
maximality of Q(x), we therefore have M≈(x)⊆ Q(x). Also M≈(x)⊆M(x),
so the inclusion⊆ follows. The converse holds, since Q(x) is an integral subset
for ≈.

We shall describe the notion of distribution in contrast to pre-distribution (in
classical terms, a pre-distribution is rather like “a distribution with singulari-
ties”). This depends on the notion of linear subsets of monads, generalizing
the notion (Chapter 1) of linear subsets of D(V ) when V is a finite dimensional
vector space.

Proposition 1.5.3 justifies the phrase “hence any” in the following

Definition 2.6.6 Let M be a manifold, and let x ∈ M. A subset S ⊆M(x) is
called a linear subset if for some (hence any) bijection f : M(x)→D(V ) (with
f (x) = 0, V a finite dimensional vector space), S maps bijectively to a linear
subset of D(V ).

The linear subset is said to have dimension m if the linear subspace of V oc-
curring in the definition, has dimension m.

In Chapter 4, we shall see that V and the bijection M(x)→ D(V ) may be
canonically chosen, namely by taking V to be the tangent space Tx(M).

The definition may be alternatively formulated: an inclusion map j : S→
M(x) makes S a linear subset if there is a finite dimensional vector space V
and a finite dimensional linear subspace U of V such that the following total
diagram is a pull back (with f a bijection with f (x) = 0)

S - D(U) - U

M(x)

j

? f - D(V )
?

- V

⊆

?
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(the right hand square here is always a pull back, by Proposition 1.2.4, so the
total of the above diagram is a pull back if and only if the left hand square is a
pull back).

A pre-distribution is called a distribution if the subsets M≈(x) ⊆M(x) are
linear subsets, in the sense thus described. The examples we present below are
all distributions in this sense. We assume that R is connected; from Corollary
9.6.4 in the Appendix then follows that each M≈(x) is connected.

The justification for the terminology (i.e. the comparison with the classical
notion of distribution, and with the property of being involutive) is not trivial;
see Theorem 3.6.2. See also Section 4.10. In fact, to formulate the classical
notion of involutiveness, some theoretical superstructure is needed: either the
notion of vector fields and their Lie brackets, or the differential algebra of
differential forms (exterior derivative and wedge product).

Example 2.6.7 Let ω be a 1-form (R-valued, for simplicity) on a manifold M.
It defines a pre-distribution,

x≈ y iff x∼ y and ω(x,y) = 0.

The relation ≈ is reflexive because ω(x,x) = 0, and it is symmetric because of
ω(x,y) =−ω(y,x) by (2.2.4). It is a distribution if ω is suitably regular. In any
case, this pre-distribution is involutive if ω is closed (the converse is not true,
see Example 2.6.8 below). For, if ω is closed and x,y,z form an infinitesimal
2-simplex, then

ω(x,y)+ω(y,z) = ω(x,z),

so if two of these three entries are 0, then so is the third, in other words, if two
of the assertions x≈ y, y≈ z, and x≈ z hold, then so does the third.

Example 2.6.8 If a pre-distribution ≈ comes about from a 1-form ω , as in
Example 2.6.7, and if f : M → R is a function with invertible values, then
ω(x,y) = 0 iff ( f ·ω)(x,y) = 0 (here, f ·ω denotes the 1-form given by ( f ·
ω)(x,y) := f (x) ·ω(x,y)). So the predistribution defined by f ·ω is likewise
≈. Now closedness of ω does not imply closedness of f ·ω . Therefore, a
non-closed 1-form (like f ·ω) may happen to define a pre-distribution which
is involutive.

A 1-form which defines an involutive distribution is called an integrable
1-form. The terminology derives from the Frobenius Theorem quoted below.

If θ is an integrable 1-form, it makes sense to ask for a function g : M →
R with invertible values such that g · θ is closed. Such g is then called an
integrating factor for the 1-form θ .
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Example 2.6.9 Let M be a manifold, and let Gk(M) be the space of pairs (x,S),
where x ∈ M and S ⊆M(x) is a k-dimensional linear subset. This is known
classically (through a different construction, namely via the tangent bundle of
M, see Chapter 4 below) to be a manifold ( a “fibrewise Grassmannian” of the
tangent bundle). It carries a canonical distribution: for (x,S)∼ (x′,S′), we say
that (x,S) ≈ (x′,S′) if x′ ∈ S (which can be proved to be equivalent to x ∈ S′).
Distributions of this type are studied extensively by Lie and by Klein; they use
the term “vereinigte Lage”, see [77] p. 38 or [31] p. 239, 269, 275, 285. Such
distributions are not involutive.

The following is an integration result of classical differential topology; here,
we take it as an axiom (whose validity in the various topos models may be in-
vestigated, or may be reduced to more basic integration assumptions, like exis-
tence of primitives; see [84], and [18] for some investigations in this direction).
– Recall that leaves are unique if they exist.

Theorem 2.6.10 (Frobenius Theorem) If ≈ is an involutive k-dimensional
distribution on M, then for any x ∈M, there exists a leaf Q(x) through x.

It follows that the Q(x)s form a partition of M; and

M(x)∩Q(x) = M≈(x). (2.6.4)

For, each M≈(x) is connected; so these assertions are consequences of the
purely combinatorial results in Propositions 2.6.4 and 2.6.5.

The second assertion here may also be formulated like this:

Let r denote the equivalence relation on M corresponding to the partition into
leaves; then the pre-distribution∼r equals≈, where x∼r y is defined by “x∼ y
and x r y”, and in particular, the pre-distribution ∼r is an (involutive) distri-
bution.

Example 2.6.11 Consider (like in Example 2.5.3) an ordinary first order dif-
ferential equation

y′ = F(x,y),

as in the Calculus Books; as known from these books, the equation gives rise
to a “direction field”: through each point e = (x,y)∈R×R, one draws a “little”
line segment S(x,y) with slope F(x,y).
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The family of subsets S(x,y) drawn may be construed as the sets M≈(x,y) for
a distribution ≈ in the plane R2 given (for (x,y)∼ (x1,y1)) by

(x1,y1)≈ (x,y) iff y1− y = F(x,y) · (x1− x).

Equivalently, for (d1,d2) ∈ D(2),

(x+d1,y+d2)≈ (x,y) iff d2 = F(x,y) ·d1.

This distribution is involutive. (In fact, every 1-dimensional distribution is
involutive, cf. Proposition 2.6.16 below, but presently, we give proofs entirely
in terms of elementary calculus.) For, assume (x+d1,y+d2)≈ (x,y) and (x+
δ1,y+δ2)≈ (x,y) with (x+d1,y+d2)∼ (x+δ1,y+δ2), so ((d1,d2),(δ1,δ2))∈
D̃(2,2). By assumption we have

d2 = F(x,y) ·d1 (2.6.5)

and

δ2 = F(x,y) ·δ1.

Subtracting these two equations, we get

δ2−d2 = F(x,y) · (δ1−d1);

the desired ≈ relation is

δ2−d2 = F(x+d1,y+d2) · (δ1−d1).

Subtracting these two equations gives that the desired equation is equivalent to

0 =
[
F(x+d1,y+d2)−F(x,y)

]
· (δ1−d1)

which in turn by Taylor expansion says

0 =
(∂F

∂x
·d1 +

∂F
∂y
·d2
)
· (δ1−d1) (2.6.6)

(all the partial derivatives evaluated at (x,y)). Now some of the “arithmetic”
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of D̃(2,2) enters; if ((d1,d2),(δ1,δ2)) ∈ D̃(2,2), the products d2
1 , d1 · δ1 and

d1 · d2 are all 0. Using this, the expression (2.6.6) reduces to ∂F/∂y · d2 · δ1.
Substituting (2.6.5) and using d1 ·δ1 = 0 gives 0, as desired.

This example may of course be generalized to the case where F(x,y) is de-
fined only for x ranging in an open subset M ⊆ R. Locally, the leaves asserted
by the Frobenius Theorem are then graphs of local solutions y(x) for the dif-
ferential equation y′ = F(x,y). We recognize here the “graphical method” for
solving first order differential equations, known from the Calculus Books.

Consider the similar situation for functions in two variables. Then we will
encounter distributions which are not involutive.

Example 2.6.12 Let M ⊆ R2 be an open subset of the plane. The data (= the
right hand side) of a first order partial differential equation on M of the form

∂ z
∂x

= F(x,y,z)

∂ z
∂y

= G(x,y,z)

may be construed as a distribution≈ on M×R⊆ R3, in analogy with Example
2.6.11, as follows: for (x,y,z)∼ (x1,y1,z1), we put

(x,y,z)≈ (x1,y1,z1) iff z1− z = F(x,y,z) · (x1− x)+G(x,y,z) · (y1− y).

Here is a picture (from [11]) of some of the S(x,y,z)s (for suitable F , G):

(2.6.7)
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The familiar condition for solvability of the partial differential equation con-
sidered in Example 2.6.12, (cf. e.g. [105] I Chapter 6 (p. 253)) is that

∂F
∂y

+
∂F
∂ z
·G =

∂G
∂x

+
∂G
∂ z
·F. (2.6.8)

(In particular, if F and G do not depend on z, the condition is that ∂F
∂y = ∂G

∂x .)

Proposition 2.6.13 The distribution≈ is (combinatorially) involutive iff (2.6.8)
holds.

Proof. Assume first that the equation (2.6.8) holds. Let ((d1,d2,d3),(δ1,δ2,δ3))∈
D̃(2,3). The proof begins much like the one in Example 2.6.11. In analogy
with (2.6.6), we have to prove that if

d3 = F(x,y,z) ·d1 +G(x,y,z) ·d2, (2.6.9)

and similarly for the δi, (with ((d1,d2,d3),(δ1,δ2,δ3)) ∈ D̃(2,3)), then(∂F
∂x
·d1 +

∂F
∂y
·d2 +

∂F
∂ z
·d3
)
(δ1−d1)+

(∂G
∂x
·d1 +

∂G
∂y
·d2 +

∂G
∂ z
·d3
)
(δ2−d2)= 0

where all the partial derivatives are to be evaluated at (x,y,z). Multiplying out,
and using the arithmetic of D̃(2,3) (e.g. di · d j = 0, di · δi = 0), the left hand
side ends up being

∂F
∂y
·d2 ·δ1 +

∂F
∂ z
·d3 ·δ1 +

∂G
∂x
·d1 ·δ2 +

∂G
∂ z
·d3 ·δ2.

Now we substitute the expression (2.6.9) assumed for d3; using the arithmetic,
some more terms cancel, and we end up with

∂F
∂y
·d2 ·δ1 +

∂F
∂ z
·G ·d2 ·δ1 +

∂G
∂x
·d1 ·δ2 +

∂G
∂ z
·F ·d1 ·δ2

(where also F and G likewise are to be evaluated at (x,y,z)). Finally use the
fact that d2 ·δ1 =−d1 ·δ2 (again part of the arithmetic of D̃(2,3)), this may be
rewritten

d1 ·δ2 ·
[
−∂F

∂y
− ∂F

∂ z
·G+

∂G
∂x

+
∂G
∂ z
·F
]
.

The square bracket here is 0 by the assumption (2.6.8).
The converse of course depends on a sufficient supply of infinitesimal 2-

simplices; this “sufficient supply” is here secured by the cancellation principles
deriving from the KL axiom for D̃(2,2):
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Assume the distribution ≈ defined by F and G is involutive in the combina-
torial sense. To see that the expression in (2.6.8) is 0, it suffices by the quoted
case of KL, to prove that for all ((d1,d2),(δ1,δ2)) ∈ D̃(2,2), and all (x,y,z)

d1 ·δ2 ·
[
−∂F

∂y
− ∂F

∂ z
·G+

∂G
∂x

+
∂G
∂ z
·F
]
= 0. (2.6.10)

(Here, again, the functions F , ∂F
∂y , etc. are to be evaluated at the given (x,y,z).)

So take d3 := F(x,y,z) ·d1 +G(x,y,z) ·d2 and δ3 := F(x,y,z) ·δ1 +G(x,y,z) ·δ2.
From ((d1,d2),(δ1,δ2)) ∈ D̃(2,2) and Proposition 1.2.7) follows that

((d1,d2,d3),(δ1,δ2,δ3)) ∈ D̃(2,3),

and by construction (x,y,z) ≈ (x + d1,y + d2,z + d3) and similarly with δis
instead of dis. It follows from the combinatorial involution condition that

(x+d1,y+d2,z+d3)≈ (x+δ1,y+δ2,z+δ3),

and now the calculation in the first half of the proof gives validity of (2.6.10).
This proves the Proposition.

Using the Proposition, one may provide “analytic” examples of non-involutive
distributions on R3. For instance, let us in the above recipe put F(x,y,z) = y,
G(x,y,z) = 0. This is the analytic aspect of the picture (2.6.7). (Since F and
G here are independent of z, only (some of) the S(x,y,z) for z = 0 are drawn;
(some of) the rest may be obtained by vertical translation from these.)

Using this kind of “elementary calculus”, it is easy to construct examples
of manifolds M with distributions ≈ which are as far from being involutive as
possible, in the sense that for any two points in M, there exists a connected
integral set C in M containing both points; typically C is a curve. I believe
such distributions are sometimes called totally an-holonomic.

Bundle connections as geometric distributions

In the previous subsection, we noted that the same “analytic” material y′ =
F(x,y) manifested itself both as a bundle connection, and as a distribution.
The Calculus Books take the distribution (= direction field) as the primary
conceptual formulation (rather than the bundle-connection formulation), since
it allows pictures to be drawn, in analogy with the representation of a function
R→ R in terms of its graph ⊆ R×R.

More generally, bundle connections may always be represented geometri-
cally in terms of their “graphs”:

Let E and M be manifolds. If π : E → M is a bundle, a (pre-)distribution
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transverse to the fibres is a (pre-) distribution ≈ on E such that for each e ∈ E,
π maps M≈(e) bijectively to M(π(e)). The distributions given by differential
equations, as in Examples 2.6.11 and 2.6.12, are transverse to the fibres.

We give here a recipe which from a bundle connection produces a distribu-
tion which is transverse to the fibres in this sense.

Given a bundle connection ∇ on a bundle π : E →M with E and M mani-
folds. For each e ∈ Ex, we get a subset S(e), namely the set of elements e′ ∈ E
which can be reached from e by transport by ∇, more precisely, by transport
by ∇(y,x) for some y∼ x.

Therefore, a bundle-connection may be encoded by a law S which to each
e ∈ E associates a subset S(e) 3 e, mapping by π bijectively to M(π(e)). As-
sume the condition that ∇(x,y) ◦∇(y,x) = id (cf. (2.5.2)) for ∇. Then this
family S of subsets S(e) may also be expressed as the sets M≈(e) for a certain
pre-distribution ≈ on E, with e ≈ e1 iff e1 ∈ S(e) (iff ∇(x1,x)(e) = e1 where
x = π(e) and x1 = π(e1)); the symmetry of the relation≈ follows from (2.5.2).

– We have already considered a special case: the bundle connection asso-
ciated to the differential equation y′ = F(x,y) (cf. Example 2.5.3) gives, by
this recipe, rise to the geometric distribution which we considered in Example
2.6.11.

The direct way from the family S of such subsets to the connection ∇ is
that ∇(y,x)(e) (e ∈ Ex) is the unique element in S(e) which by π maps to y.
Conversely, given the bundle connection ∇, S(e) is the set S(e) = {∇(y,x)(e) |
y ∈M(x)} (for e ∈ Ex).

The relationship between the bundle connection ∇ in π : E → M and the
distribution (transverse to the fibres of π) may be expressed in terms of ≈ as
follows. For e ∈ Ex and x∼ y, we have for all e′ ∈ Ey

∇(y,x)(e) = e′ iff e≈ e′.

We may summarize:

Proposition 2.6.14 Given a bundle E → M with E and M manifolds. Then
there is a bijective correspondence between bundle connections in E → M,
and pre-distributions on E transverse to the fibres.

The predistribution will under mild assumptions actually be a distribution.

Recall the very weak condition (2.5.4) for a bundle connection. Let the
bundle connection ∇ and the distribution≈ correspond to each other. Then we
have
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Proposition 2.6.15 If the connection ∇ is flat then the distribution ≈ is invo-
lutive; conversely if ≈ is involutive, then ∇ is flat, provided ∇ satisfies (2.5.4).

Proof. Assume ∇ flat, and let e,e′,e′′ be an infinitesimal 2-simplex in E above
the infinitesimal 2-simplex x,y,z. Assume e ≈ e′ and e′ ≈ e′′. We have to
prove e ≈ e′′, i.e. ∇(z,x)e = e′′. The assumptions give ∇(y,x)(e) = e′ and
∇(z,y)(e′) = e′′. By flatness of ∇,

∇(z,x)e = ∇(z,y)∇(y,x)e = ∇(z,y)e′ = e′′,

so e≈ e′′.
Conversely, assume ≈ is involutive. Let x,y,z be an infinitesimal 2-simplex

in M. To prove ∇(z,y)∇(y,x)e = ∇(z,x)e for arbitrary e in Ex, we consider
e′ := ∇(y,x)e and e′′ = ∇(z,y)e′. Then e ≈ e′ and e′ ≈ e′′, and also, by virtue
of (2.5.4), e ∼ e′′; so e,e′,e′′ form an infinitesimal 2-simplex in E, and to this
infinitesimal 2-simplex we can now apply the assumption of involutiveness: we
conclude e≈ e′′. So ∇(z,x)e = e′′; but e′′ is by construction ∇(z,y)∇(y,x)e.

Generally, bundle connections on bundles proj1 : M×R→M correspond to
first order partial differential equations on M, whereas first order ordinary dif-
ferential equations more appropriately are seen as vector fields, and their study
belong to kinematics, rather than to (static) geometry. (From this perspective,
y′ = F(x,y) is really a partial differential equation!)

1-dimensional distributions

We shall here prove

Proposition 2.6.16 Any 1-dimensional distribution on a manifold M is involu-
tive.

We have not been completely explicit about the notion of dimension; it is
best dealt with in terms of the tangent spaces Tx(M) to M, see Chapter 4. Here
we shall be content with giving the definition in case M is an open subset of
a finite dimensional vector space V . Then for any distribution ≈ on M, one
may locally find functions f : M×V →W (with W a finite dimensional vector
space), linear in the second argument, such that (for x∼ y)

x≈ y iff f (x;y− x) = 0.
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So M≈(x) = M(x)∩ (x + N( f (x;−))), where N( f (x;−)) is the kernel of the
linear map f (x;−) : V →W . To say that the distribution is 1-dimensional is to
say that all these kernels are 1-dimensional linear subspaces of V .

Assume now that x,y,z form an infinitesimal 2-simplex, and that x ≈ y and
x≈ z. We have to prove y≈ z, i.e. to prove f (y;z−y) = 0. By Taylor expansion
of f in the direction of y− x, we have

f (y;z− y) = f (x;z− y)+d f (x;y− x,z− y)

= f (x;(z− x)− (y− x))+d f (x;y− x,z− x)

(using Taylor principle to replace the last occurrence of y by x)

= d f (x;y− x,z− x)

because the first term vanishes, using linearity of f (x;−), and using x≈ y, x≈
z. Now both the arguments y− x and z− x are in N( f (x;−)), by assumption,
and also are in D(V ), hence (Proposition 1.2.4), they are in D(N( f (x;−));
also they are mutual neighbours in the 1-dimensional N = N( f (x;−)), by the
assumption y ∼ z. But any bilinear function on a 1-dimensional vector space
is symmetric, and so vanishes on a pair of mutual neighbours in D(N), cf.
Proposition 1.3.3. This proves the Proposition.

If a vector field X on M is suitably regular (classically, one needs just to
say “nowhere vanishing”), then it defines a 1-dimensional distribution on M,
with x≈ y iff y = X(x,d) for some d. Such distribution is then involutive, with
the “field lines” of the vector field as the integral manifolds. Similarly, given
two vector fields X and Y which are suitably pointwise “linearly independent”,
they define a 2-dimensional distribution (not necessarily involutive), but the
description of this in combinatorial terms is not completely straightforward.
Involutivity can in this case be expressed in terms of the Lie bracket of the two
vector fields, cf. Section 4.10.– Similarly for several vector fields.

2.7 Jets and jet bundles

One way of summarizing an important aspect of the synthetic method that
we use here, is to say: the jet notion is assumed representable (namely repre-
sented by the monads Mk(x)). Therefore, the monad notions, (or the equivalent
neighbour notions ∼k) on manifolds make the theory of jets rather simple and
combinatorial. – The basic definition is:

Definition 2.7.1 Let M be a manifold, and N an arbitrary space. For x ∈M, a
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k-jet at x with values in N is a map f : Mk(x)→ N; x is called the source of
the jet, f (x) the target.

The space of k-jets with source in M and target in N is denoted Jk(M,N).
It comes with a map Jk(M,N)→ M×N, (“anchor”), associating to a jet the
pair consisting of its source and target; the fact that these individual jets can be
comprehended into one space Jk(M,N) is argued in the Remark 7.3.1 below.

It is clear that Jk(M,N) depends functorially on N, and that the anchor
Jk(M,N)→M×N is natural in N.

It can be proved, by using coordinate charts, that if not only M, but also N
is a manifold, then Jk(M,N) is a manifold as well; see e.g. [102]. For instance
Jk(R,R) is a manifold of dimension k +2, since a k-jet from a ∈ R to b ∈ R is
given by a Taylor polynomial b+c1 · (x−a)+ . . .+ck/k! · (x−a)k, and is then
described by the k +2-tuple (a,b,c1, . . . ,ck) of numbers ∈ R.

Particularly important are 1-jets from 0∈R to x∈M; such are called tangent
vectors at x; since M(0) in R is just D, we have

Definition 2.7.2 A tangent vector at x ∈M is a map τ : D→M with τ(0) = x.

It makes sense even without requiring M to be a manifold.
In the context of schemes (algebraic geometry), D is the spectrum of the ring

of dual numbers, and this conception of tangent vectors is, in the scheme con-
text, classical in algebraic geometry, cf. [89] III.4 (p. 338) who calls D a “sort
of disembodied tangent vector”. In axiomatic terms, this notion of tangent vec-
tor was considered by Lawvere in 1967; he made the crucial observation that
tangent vectors of M may be comprehended into a tangent bundle MD, using
cartesian closedness of E ; this was seminal for the development of the present
form of Synthetic Differential Geometry. The tangent bundle MD = T (M) will
be studied in Chapter 4. – Similarly,

Definition 2.7.3 A cotangent vector (or just, a cotangent) at x ∈ M is a 1-jet
from x ∈M to 0 ∈ R.

Thus, a cotangent at x ∈ M is a map M(x)→ R with x 7→ 0. – We also
call such things combinatorial, or simplicial cotangents, to distinguish them
from classical cotangents, which are linear functionals TxM→ R, as described
in Chapter 4 below. – The existence of a cotangent bundle (combinatorial or
classical) requires not only cartesian closedness, but local cartesian closedness
of E . (In the context of algebraic geometry, however, the cotangent bundle is
usually constructed prior the tangent bundle.)
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The combinatorics of jets in the present context depends on the following
facts about the neigbour relations, and the corresponding facts about the result-
ing monads. We recall these facts:
• For each k, we have a reflexive symmetric relation ∼k; these relations are

preserved by any map f : M→ N between manifolds.
• For fixed M, we have x∼0 y iff x = y, and

x∼k y implies x∼l y for k ≤ l (2.7.1)

x∼k y and y∼l z implies x∼k+l z. (2.7.2)

(So if we define “dist(x,y)≤ k iff x∼k y”, this “dist”-function is almost like an
N-valued metric. And all maps are contractions.)

If M is an m-dimensional manifold and x ∈M, there exists (not canonically)
a bijection Mk(x)→ Dk(m) taking x to 0. For, take an open subset U of M
containing x and equipped with a local diffeomorphism g to an open subset of
Rm, taking x to 0. The restriction of g to Mk(x) is a bijection of the required
kind.

Also, we claim that any map j : Mk(x)→ N (where N is another manifold)
extends to a map U→N, for some open subset U of M containing x. It suffices
to consider the case where N is an open subset of Rn. Using the local diffeo-
morphism g as above, this may be translated into the problem of extending a
map γ : Dk(m)→ Rn to an open subset of Rm; but γ extends to the whole of Rm,
by the KL axiom; by this axiom, it extends in fact to a polynomial of degree
≤ k.

Thus a map j : Mk(x)→ N extends to a map J : U → N with U open in M;
in particular such U is a manifold, and since J preserves ∼k, it follows that J,
and hence j, maps Mk(x) into Mk( j(x)).

This proves

Proposition 2.7.4 Let M and N be manifolds, and let x ∈ M, y ∈ N. A k-jet
from x to y is the same thing as a map j : Mk(x)→Mk(y) preserving base
points.

If f : M→ N is a map between manifolds, and x ∈M, we get a k-jet from
x to f (x), namely the restriction of f to Mk(x). This jet may pedantically be
denoted jx

k( f ).
In a similar spirit: there are, for each non negative integer l ≥ k, a restriction

map

Jl(M,N)→ Jk(M,N) l ≥ k,
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natural in N. These restriction maps come about by using (2.7.1), which im-
plies Mk(x)⊆Ml(x), so that a map Ml(x)→ N may be restricted to Mk(x).

Note that J0(M,N)∼= M×N. Thus, the anchor may be seen as a restriction
map Jk(M,N)→ J0(M,N).

From Proposition 2.7.4 in particular follows that a 1-jet from x ∈M to y ∈N
is a map j : M1(x)→M1(y). Recall from (2.1.8) that 1-monads like M1(x) =
M(x) carry a canonical action by the multiplicative monoid (R, ·).

Proposition 2.7.5 Let j be a 1-jet x→ y where x ∈M and y ∈ N, where M and
N are manifolds. Then j preserves the action by (R, ·).

Proof. Any 1-jet M(x)→M(y)⊆ N may be extended to a map f : U→ N de-
fined in an open neighbourhood U of x. Now f preserves affine combinations
of mutual neighbour points. In particular, for x′ ∈M(x), it preserves the affine
combination (1− t) · x+ t · x′, and that combination defines the action by t ∈ R
on x′ ∈M(x).

Exercise 2.7.6 Consider a k-jet f from x ∈M to y ∈ N (M and N manifolds).
Let l < k be an integer. Call f l-contracting if f : Mk(x)→ N is constant on
Ml(x)⊆Mk(x) (this constant value is then y). Prove that a k−1-contracting k-
jet factors through M1(y). (Hint: it suffices to consider the case M = Rm, N =
Rn, and argue in terms of degrees of polynomials.) – Such k−1 contracting k-
jets are of importance in connection with the theory of symbols of differential
operators, cf. Chapter 7 below (where we use the term “annular” for such
contracting jets).

Degree calculus for vector space valued jets

We consider n-jets on a manifold M with values in a KL vector space W , f :
Mn(x)→W , where Mn(x) ⊆ M is the n-monad around x ∈ M. If k ≤ n, we
say that f vanishes to order k +1 at x if the restriction of f to Mk(x)⊆Mn(x)
has constant value 0 ∈W .

The following Proposition is a slight generalization of Proposition 1.5.5; it
is deduced from it by choosing a coordinate chart with x = 0, so that Mn(x)
gets identified with Dn(V ).

Proposition 2.7.7 Let W1, W2 and W3 be KL vector spaces; let ∗ : W1×W2→
W3 be a bilinear map. Let M be a manifold. Let k and l be non-negative
integers, and let n≥ k+ l +1. If a function f : Mn(x)→W1 vanishes on Mk(x)
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and g : Mn(x)→W2 vanishes on Ml(x), then the map f ∗ g : Mn(x)→W3

vanishes on Mk+l+1(x).

Jet bundles

A section of a bundle π : E → M is a map s : M → E with π ◦ s the identity
map of M, i.e. π(s(x)) = x for all x ∈M. A partial section defined on a subset
S⊆M is a map s : S→ E with π(s(x)) = x for all x ∈ S.

If π : E → M is a bundle with M a manifold, a section k-jet at x ∈ M is a
partial section defined on Mk(x), i.e. a k-jet f : Mk(x)→E such that π( f (y)) =
y for all y ∈Mk(x). Equivalently, it is a partial section defined on a k-monad.
Such section k-jets form a bundle Jk(E)→M (or more precisely, Jk(π)→M)
over M whose fibre over x is the section k-jets at x. (To see that there is indeed
such a bundle, one needs that if α and β denote the two projections M(k)→M,
the bundle Jk(E)→ M may be described in categorical terms as β∗α

∗(E) ∈
E /M; see Section 7.3, Remark 7.3.1.)

Note that an element in Jk(E) over x ∈M may be described as a law which
to each y∼k x associates an element in Ey.

For l ≥ k, we have restriction maps Jl(E)→ Jk(E), which are maps of bun-
dles over M. Since J0(E) = E, we have in particular Jk(E)→ E. So J(E) is
not only a bundle over M, but a bundle over E.

It can be verified, by working in coordinates (see e.g. [102]), that if E→M
is locally a product M×F → M (with F a manifold), then Jk(E) is again a
manifold, and Jk(E)→ E as well as Jk(E)→M are locally products.

Exercise 2.7.8 Consider the product bundle M×N→M (where M is a mani-
fold). Prove that the set of section k-jets of this bundle may be identified with
the set of k-jets from points in M to points in N. Thus, the notion of k-jet
may be subordinated to the notion of section k-jet (where we have taken the
opposite course).

Corresponding to the functorality in N of Jk(M,N), there is a functorality
of Jk(π) with respect to maps between bundles over M, with M fixed. Recall
that if π1 : E1→M and π2 : E2→M are bundles over M, then a map between
these bundles is a map g : E1 → E2 with π2 ◦ g = π1. It is now clear that if
j : Mk(x)→ E1 is a section jet of E1, then g◦ j is a section jet of E2, with same
source x. This recipe defines a map Jk(g) : Jk(E1)→ Jk(E2) of bundles over
M. The functorial structure is evidently compatible with the restriction maps
Jk(Ei)→ Jh(Ei) for h≤ k.

If a bundle E → M has some fibrewise algebraic structure, say is a vector
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bundle, then the bundle Jk(E)→M inherits the same kind of structure. Thus,
for instance, a fibrewise addition + in E→M gives rise to a fibrewise addition
in Jk(E)→ M: given two elements j1 and j2 in the same fibre, so they are
section k-jets at a common point, x ∈ M, say. Then we may form j1 + j2 by
the evident recipe ( j1 + j2)(y) = j1(y)+ j2(y) for y ∈Mk(x), and this is again
a section jet at x.

If g : E1→ E2 is a map of such algebraically structured bundles over M, and
g preserves the fibrewise algebraic structure, then so does Jk(g) : Jk(E1)→
Jk(E2).

We are in particular interested in vector bundles E →M, and this case will
be discussed in Chapter 7 below.

Prolongation
If π : E→M is a bundle and f a section, we get canonically a section f of the
bundle JkE→M, called the prolongation of f . It is defined by

f (x) = f |Mk(x);

surely f |Mk(x) (the restriction of f to Mk(x)⊆M) is a k-jet section of E→M
at x, and thus an element of the x-fibre of JkE→M.

In general, there is no need to have a special notation f ; we may just write
f for the prolongation just defined.

Non-holonomous jets
The notion of non-holonomous jet is a generalization of the notion of jet; for
contrast, jets, as considered above, are sometimes called holonomous jets. The
present synthetic rendering of this (Ehresmann-) notion is from [42].

Just as the notion of k-jet at x ∈ M in the present context depends on the
notion of k-monad Mk(x) around x, the notion of non-holonomous jet depends
on the notion of non-holonomous monad around x. This will be a set equipped
with a map to M, but this map will not be an inclusion.

For simplicity, we give the definition of non-holonomous jet in as general
form as possible – which is much more general than the cases we shall con-
sider later. Let M be a manifold. Let k1, . . . ,kr be a sequence of non-negative
integers. Then we consider the set M(k1,...,kr) ⊆Mr+1 consisting of r +1-tuples

X = (x0,x1, . . . ,xr) with x0 ∼k1 x1 ∼k2 . . .∼kr xr.

Note that if r = 1, this is the k1th neighbourhood M(k1) considered previously.
Assigning to such r + 1-tuple its first entry x0 makes M(k1,...,kr) into a bundle
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over M. The fibre over x = x0 of this bundle is called the (non-holonomous)
(k1, . . . ,kr)-monad around x and is denoted Mk1,...,kr(x). The map which to
an r + 1-tuple X , as above, picks out the last entry xr will be denoted ε (for
“extremity”). Note that for X = (x0, . . . ,xr), x0 ∼k1+...+kr ε(X), by virtue of
(2.7.2). Thus there is a map from Mk1,...,kr to Mk1+...+kr which preserves the
“center” x0 as well as the “extremity” xr. The restriction of this map to fibres
over x defines a map Mk1,...,kr(x)→Mk1+...+kr(x) from the non-holonomous
monad to the “corresponding” holonomous one. It preserves the extremity map
ε – which for the case of the holonomous monad is just the inclusion of this
monad as a subset of M.

By restricting along the maps Mk1,...,kr(x)→Mk1+...+kr(x), one gets (as x
ranges over M) a map Jk1+...+kr(M,N)→ J(k1,...,kr)(M,N). For many N (in
particular, for N a manifold) this map is injective, and this allows us to say that
a non-holonomous jet j at x0 is holonomous if j(x0,x1, . . . ,xr) only depends on
(x0 and) xr.

There is also a natural notion of non-holonomous section jet in a bundle
π : E → M; a (k1, . . . ,kr)-section jet at x ∈ M in such a bundle is a map j :
Mk1,...,kr(x)→ E with the property that π ◦ j = ε . Note that if r = 1, ε is the
inclusion Mk1 ⊆M, and then π ◦ j = ε just says that j is a section of π over
this subset, so we recover the notion of section jet.

We denote the set of such non-holonomous section jets by Jk1,...,kr(E). It is
in a natural way a bundle over M: assign to the j above its source x0.

The classical way to introduce non-holonomous jets (cf. e.g. [76]) is by it-
eration; we shall describe this, and its relationship to our approach. Consider a
bundle π : E→M where M is a manifold. Then we have described the bundle
Jk(E) over M, whose fibre over x is the section k-jets of E at x. Then we may
form the bundle of section l-jets of Jk(E), i.e. we form Jl(Jk(E)) – again a
bundle over M.

The following Proposition is purely a matter of logic (“lambda conversion”,
“exponential adjointness”); there are of course similar Propositions for r > 2,
but we stick to the case r = 2, i.e. to a pair of non-negative integers k and l:

Proposition 2.7.9 There is an isomorphism of bundles over M

Jk(Jl(E))∼= Jk,l(E).

Proof. Given j ∈ Jk(Jl(E))x, so j : Mk(x) → Jl(E) is a map; applying it
to a y ∼k x yields an element j(y) ∈ Jl(E)y, since j is a section. So j(y) :
Ml(y)→ E is a map; applying it to a z ∼l y yields an element j(y)(z) ∈ Ez,
since j(y) is a section. We then define ĵ : Mk,l(x)→ E by putting ĵ(x,y,z) :=
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j(y)(z), for (x,y,z) ∈Mk,l(x). Then π( ĵ(x,y,z)) = π( j(y)(z)) = z = ε(x,y,z),
so ĵ is indeed a section (k, l)-jet. Conversely, given a section (k, l)-jet ĵ at
x. We define Mk(x)→ Jl(E) by y 7→ ĵ(x,y,−); for fixed y, this expression
describes a map Ml(y)→ E, which is indeed a section jet since for z ∈Ml(y),
ĵ(x,y,−)(z) ∈ Ez, by π ◦ ĵ = ε . – The two proceses are evidently inverse of
each other.

Bundle connections in terms of sections of jet bundles

A bundle connection ∇ in E → M gives rise to a section s of the bundle
J1(E)→ E:

s(e) := [y 7→ ∇(y,x)(e)]

for e ∈ Ex and y ∈M(x). Vice versa, a section s of J1(E)→ E gives rise to a
∇ satisfying at least (2.5.1):

∇(y,x)(e) := s(e)(y)

for e ∈ Ex and y∼ x.

A bundle connection on E → M can therefore alternatively be formulated
as a section of the bundle J1(E)→ E with certain properties; cf. e.g. [98] p.
84. This formulation has the advantage of applying to a much wider class of
objects than manifolds, with a suitable reformulation of the jet notion. This
approach is the one taken by Nishimura [92], in a synthetic context, and by
Libermann [76] in the context of classical differential geometry.

Let E → M be a bundle, and let ∇ be a bundle connection in it. We have
already seen that it gives rise to (in fact, can be identified with) a cross section
of J1(E)→ E. But ∇ defines also a cross section ∇2 of J1,1(E)→ E, a cross
section ∇3 of J1,1,1(E)→ E etc., by “iteration”. Thus, given e ∈ Ex and given
(x,y,z) ∈M1,1(x), we define ∇2(x,y,z)(e) in Ez by†

∇
2(x,y,z)(e) := ∇(z,y)(∇(y,x)(e)).

One says that the ∇2 : E→ J1,1E is holonomous if it factors through the inclu-
sion J2E→ J1,1E.

If E→M is locally a product M×F →M, then under mild assumptions on
F , or on ∇, one can prove that ∇2 is holonomous (i.e. factors through J2→ J1,1)
iff ∇ is flat.

† the left-right conventions could be made more elegant here.
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2.8 Infinitesimal simplicial and cubical complex of a manifold

Let M be a manifold. There is by the very construction a bijective correspon-
dence between the set of infinitesimal k-simplices and the set of infinitesimal
k-dimensional parallelepipeda in M (cf. Theorem 2.1.4). So why do we need
two notions? The answer is that, when k ranges, we get two different kinds of
complexes, a simplicial and a cubical, by using the infinitesimal simplices and
infinitesimal parallelepipeda, respectively. In the picture (2.1.7) above, we can
clearly see four faces of the parallelogram, just as we can see the three faces
of the simplex in (2.1.4).

More precisely: The sets M<k> of infinitesimal k-simplices form, as k ranges,
a simplicial complex M<•>, whereas the family of sets M[k] of infiniresimal
parallelepipeda form a cubical complex M[•]; both of these complexes are
equipped with some further “symmetry” structure. We shall be explicit about
these combinatorial structures: for M<•> it is very easy: the ith face operator
∂i : M<k> → M<k−1> (i = 0, . . . ,k) just omits the ith entry xi in an infinitesi-
mal k-simplex (x0,x1, . . . ,xk), and the jth degeneracy operator σ j : M<k−1>→
M<k> ( j = 0, . . . ,k−1) repeats the jth entry. It is actually a symmetric simpli-
cial set (in the sense of [21], say), due to the action of Sk+1 on M<k>.

The notion of cubical complex is made explicit [26] or [22], say. We de-
scribe the combinatorial structure, including the symmetry structure, and also
a structure we call “subdivision” on M[•], by describing these structures on the
complex S[•](M) of all singular cubes in M. A singular k-cube in M is here un-
derstood as an arbitrary map γ : Rk→M. Thus, an infinitesimal k-dimensional
parallelepipedum is in particular a singular k-cube. The set of singular k-cubes
in M is denoted S[k](M) ; by construction, M[k] ⊆ S[k](M), and the cubical
complex M[•] is a subcomplex. (The reason we prefer to say “infinitesimal par-
allelepipedum” rather than “infinitesimal singular cube” is to emphasize that
infinitesimal parallelepipeda are affine maps (preserve affine combinations),
whereas a singular cube is not assumed to preserve any such kind of structure,
as indicated by the derogative word “singular”.)

Let us describe explicitly the faces of an infinitesimal k-dimensional paral-
lelepipedum [x0,x1, . . . ,xk] as infinitesimal k−1-dimensional parallelepipeda;
We have

∂
0
i ([x0,x1, . . . ,xk]) = [x0,x1, . . . x̂i, . . . ,xk] (2.8.1)

and

∂
1
i ([x0,x1, . . . ,xk]) = [xi,x1− x0 + xi, . . . , î, . . . ,xk− x0 + xi]. (2.8.2)

Note that the entries like xk−x0 +xi are affine combinations (of mutual neigh-
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bour points), so they make sense in a manifold M; xk − x0 + xi is the fourth
vertex (opposite x0) of a parallelogram whose three other vertices are x0,xi and
xk, cf. the picture 2.1.7).

Now for the “subdivision” structure: First, for any a,b ∈ R, we have an
affine map R→ R, denoted [a,b] : R→ R; it is the unique affine map sending
0 to a and 1 to b, and is given by t 7→ (1− t) ·a+ t ·b. Precomposition with it,
γ 7→ γ ◦ [a,b] defines an operator S[1](M)→ S[1](M) which we denote | [a,b],
and we let it operate on the right, thus

γ | [a,b] := γ ◦ [a,b].

Heuristically, it represents the restriction of γ to the interval [a,b]. Note that
γ = γ | [0,1], since [0,1] : R→ R is the identity map.

More generally, for ai,bi ∈ R for i = 1, . . . ,k, we have the map

[a1,b1]× . . .× [ak,bk] : Rk→ Rk.

It induces by precomposition an operator S[k](M)→ S[k](M), which we simi-
larly denote γ 7→ γ | [a1,b1]× . . .× [ak,bk].

Given an index i = 1, . . . ,k, and a,b ∈ R. We use the abbreviated notation
[a,b]i for the map [0,1]× . . .× [a,b]× . . .× [0,1] with the [a,b] appearing in
the ith position; the correponding operator is denoted γ 7→ γ |i [a,b]. Given a,b
and c ∈ R, and an index i = 1, . . . ,k, then we say that the ordered pair

γ |i [a,b], γ |i [b,c]

form a subdivision of γ |i [a,c] in the ith direction.
There are also compatibilities between the subdivision relation and the face

maps; they are described in Section 9.8; they apply to the whole of S[•](M).

The face operators, both in the simplicial and in the cubical case, are used
to describe exterior derivative of combinatorial differential forms, see Section
3.2 below.

We shall not make explicit use of degeneracy operators, but rather have ad
hoc notions of degenerate simplices and degenerate singular cubes:

For the simplicial complex M<•>, we use the term “degenerate simplex”
not just for one which is the value of one of the degeneracy operators, but for
any simplex (x0, . . . ,xk) with two vertices equal. We say that an infinitesimal
singular parallelepipedum [x0,x1, . . . ,xk] is degenerate if for some i 6= 0, xi =
x0.

The simplicial complex M<•> was described in [36] I.18, [48], and, in a
more general situation (schemes) in [7]; for affine schemes, it was known by
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Joyal in 1979 (unpublished; [29]). The cubical complex M[•] was described in
[55] and [56].



3
Combinatorial differential forms

We present three related combinatorial manifestations of the notion of diffe-
rential form. The main one of these manifestations is the simplicial one, in-
troduced in [36] (following an unpublished idea of Bkouche and Joyal); in [7],
differential forms in this sense are called combinatorial differential forms; we
use “combinatorial differential form” in a wider sense, namely as a name that
also applies to combinatorial forms in their cubical or whisker manifestation,
which we introduce here. For 1-forms, the three notions agree, and so we may
unambiguously use the term “combinatorial 1-form”. – Differential forms, in
the classical terms as certain functions on the tangent bundle, are dealt with in
Chapter 4.

The infinitesimal notions in the present chapter are “first order”, thus x ∼ y
means x∼1 y, M(x) means M1(x), etc.

3.1 Simplicial, whisker, and cubical forms

We consider differential forms on a manifold M, with values in a KL vector
space W (the most important case is W = R).

We recall what the axiom says in this case. Note that since D̃(k,n) ⊆ Rk·n,
we may view the elements d ∈ D̃(k,n) as k×n matrices (k rows, n columns).
Using this, the axiom says

any map D̃(k,n)→W is of the form d 7→ ∑a det(a) · va for unique va ∈W

where a ranges over all l× l submatrices of d (0≤ l ≤ k, 0≤ l ≤ n, va ∈W ).

The vector space R itself satisfies this, by the KL Axiom assumed for D̃(k,n).
Hence also any vector space of the form RX satisfies the axiom.

From the description of maps D̃(k,n)→W provided by the axiom follows
in particular that, for k≤ n, a map D̃(k,n)→W , which vanishes on any matrix

92
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d ∈ D̃(k,n) with a zero row, is a linear combination (with coefficients from W )
of the k× k subdeterminants of d, hence it is k-linear alternating; in fact, it
extends uniquely to a k-linear alternating map (Rn)k→W .

Definition 3.1.1 A simplicial differential k-form on M with values in W is
a law ω , which to any infinitesimal k-simplex x in M associates an element
ω(x) ∈W, subject to the “normalization” requirement that ω(x) = 0 if any
two of the vertices of x are equal.

Thus, ω is a map

ω : M<k>→W

vanishing on degenerate k-simplices, where we take “degenerate” to mean
“two of the vertices are equal”.

The normalization requirement stated in the Definition can be weakened:
only certain of the degenerate simplices need to be mentioned, see Proposition
3.1.6 below.

It can be proved that such ω is automatically Sk+1-alternating, meaning

ω(x) = sign(σ)ω(x′) (3.1.1)

where x′ comes about by permuting the vertices of x = (x0, . . . ,xk) by a per-
mutation σ ∈Sk+1, cf. Theorem 3.1.5 below.

Definition 3.1.2 A whisker differential k-form on M, with values in W, is a law
ω , which to any infinitesimal k-whisker x = (x0,x1, . . . ,xk) in M associates an
element ω(x) ∈W, subject to the requirements that
1) it is Sk-alternating, meaning

ω(x) = sign(σ)ω(x′) (3.1.2)

where x′ comes about by permuting the vertices x1, . . . ,xk by a permutation
σ ∈Sk; and
2) ω(x) = 0 if xi = x0 for some i≥ 1.

Thus, ω is a map Whk(M)→W with certain properties.

From the alternating property required of whisker differential forms follows
immediately that ω(x0,x1, . . . ,xk) = 0 if xi = x j for some i, j ≥ 1, i 6= j; com-
bined with 2), it follows that ω(x0,x1, . . . ,xk) = 0 if any two of the vertices are
equal. Hence a whisker differential k-form restricts to a simplicial differential
k-form along the inclusion M<k> ⊆Whk(M).
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Recall from Section 2.1that any infinitesimal k-simplex (x0,x1, . . . ,xk) in a
manifold M gives rise to a map [x0,x1, . . . ,xk] : Rk → M, using affine combi-
nations in M; this map is what we called the infinitesimal parallelepipedum
spanned by the infinitesimal simplex.

Definition 3.1.3 A cubical differential k-form on M, with values in W, is a
law ω , which to any infinitesimal k-dimensional parallelepipedum P in M as-
sociates an element ω(P) ∈W, subject to the normalization requirement that
ω(P) = 0 if the spanning k-simplex (x0,x1, . . . ,xk) has x0 = xi for some i≥ 1.

Thus, ω is a map M[k]→W with certain a “normalization” property.
It can be proved that such ω is automatically Sk+1-alternating, meaning

ω(x) = sign(σ)ω(x′) (3.1.3)

where x′ comes about by permuting the vertices of the spanning simplex x =
(x0, . . . ,xk+1) by a permutation σ ∈Sk+1, cf. Theorem 3.1.5 below.

Since any map f : N → M between manifolds preserves the neighbour re-
lation, it is clear that a simplicial or whisker k-form ω on M gives rise to a
(simplicial, resp. whisker-) k-form f ∗(ω) on N, by the standard formula for
contravariant functorality of cochains on a simplicial complex; explicitly

f ∗(ω)(x0,x1, . . . ,xk) := ω( f (x0), f (x1), . . . , f (xk))

for (x0,x1, . . . ,xk) an infinitesimal k-simplex (resp. an infinitesimal k-whisker)
in N. Since f by Theorem 2.1.4 preserves those affine combinations that define
infinitesimal parallelepipeda out of infinitesimal simplices, it follows that also
for a cubical k form ω on M, we get a cubical k-form f ∗(ω) on N.

If ω is a (simplicial, cubical, or whisker) differential k-form, we also say
that it is a (simplicial, cubical, or whisker) form of degree k.

Proposition 3.1.4 All the values of a simplicial, whisker-, and cubical differ-
ential k-form with values in W are ∼ 0, provided k ≥ 1.

Proof. We do the simplicial case only, leaving the analogous proofs of the
other cases to the reader, We may assume that M ⊆V , as in the proof of Theo-
rem 3.1.5, so that a k-form may be encoded in terms of Ω : M× D̃(k,V )→W ,
and, as there, Ω extends to a map Ω : M×V k →W , k-linear and alternating
in the last k arguments. The map Ω (whose domain is a manifold!), together
with x0 ∼ x1 witnesses that ω(x0,x1, . . . ,xk) ∼ ω(x0,x0, . . . ,xk) = 0, for the
covariant determination of ∼ in W .

Recall that there is a bijective correspondence M<k> ∼= M[k] between, on the
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one side, infinitesimal k-simplices (x0,x1, . . . ,xk) in M, and on the other side
infinitesimal k-dimensional parallelepipeda [x0,x1, . . . ,xk] in M.

Since the “inputs” of cubical k-forms thus are in bijective correspondence
with the inputs of simplicial k-forms, it is not surprising that the notions are
coextensive: this is a matter of seeing that the normalization requirements are
equivalent, which is not hard to do, see Proposition 3.1.9 below. So why have
two different names and notions? The point is that the coboundaries (simpli-
cial and cubical) are different; both these coboundaries express the exterior
derivative of differential forms in geometric language (modulo a factor k + 1,
for the simplicial case). This is discussed in Section 3.2.

If ω is a simplicial k-form, we may use the same notation ω for the cor-
responding cubical form; thus, if X = (x0,x1, . . . ,xk) is an infinitesimal k-
simplex and [X ] = [x0,x1, . . . ,xk] the corresponding infinitesimal parallelepi-
pedum, ω(X) = ω([X ]), where the “ω” on the left denotes the simplicial form,
and on the right, it denotes the corresponding cubical form.

Theorem 3.1.5 Any simplicial differential k-form, (with values in a KL vector
space W) is Sk+1-alternating. Also, any cubical k-form, (with values in W) is
Sk+1-alternating.

Here, “Sk+1-alternating” for a simplicial form ω means that for any σ ∈Sk+1,
and any infinitesimal k-simplex x,

ω(σx) = sign(σ) ω(x).

For cubical forms, it means the same sign change whenever the vertices of the
generating simplex of an infinitesimal parallelepipedum are permuted accord-
ing to σ . – Note that this is a symmetry of one degree higher than the usual
Sk-alternating property of differential k-forms, or of whisker k-forms. This
will in particular be significant for differential 1-forms, where S1-alternating
says nothing, but S2-alternating says ω(x,y) =−ω(y,x).

Proof. There is no harm in assuming that M is an open subset of a finite
dimensional vector space V . Then both a simplicial and a cubical k-form ω

may, by (2.1.5), be presented in coordinates by a function Ω : M× D̃(k,V )→
W ,

ω(x0,x1, . . . ,xk) = Ω(x0;x1− x0, . . . ,xk− x0). (3.1.4)

The assumption that the output value of ω vanishes if one of the input xis
(i≥ 1) equals x0 implies that Ω(x0;−, . . . ,−) : D̃(k,V )→W vanishes if one of
the inputs is zero. By KL, therefore, Ω(x0;−, . . . ,−) extends uniquely to a k-
linear alternating function V k→W . Let us denote its value on (u1, . . . ,uk)∈V k
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by the same symbol Ω, Ω(x0;u1, . . . ,uk), with Ω being k-linear and alternating
in the arguments after the semicolon.

From this follows immediately that ω(x0,x1, . . . ,xk) is Sk-alternating, i.e.
the values changes sign if xi and x j are swapped, i, j ≥ 1. The fact that ω is
Sk+1 alternating, i.e. that the value of ω also changes sign when some xi is
swapped with x0, requires a separate argument. We have to prove that

ω(x0, . . . ,xi, . . .) =−ω(xi, . . . ,x0, . . .).

We may assume i = 1, and for simplicity of notation, let us omit the remain-
ing arguments. Let us calculate ω(x1,x0) in terms of the function Ω. We have
ω(x1,x0) = Ω(x1;x0−x1) = Ω(x0;x0−x1) by the Taylor principle; by linearity
of Ω(x0;−) this equals −Ω(x0;x1− x0) = −ω(x0,x1). This proves the Theo-
rem.

A similar analysis in coordinate terms of a whisker differential k-form like-
wise reveals that it is given by a function Ω : M×V k →W which for fixed
x ∈ M is k-linear and alternating in the remaining arguments ∈ V . Here, the
alternating property of Ω comes from the requirement (3.1.2) in the defini-
tion. In other words, in coordinate terms the data for a simplicial k-form and
a whisker k-form are the same. So there is a bijective correspondence between
simplicial and whisker k-forms on M. The correspondence does not depend
on the coordinatization; for, the passage from a whisker k-form ω to the cor-
responding simplicial k-form ω just amounts to restriction along the inclusion
i : M<k> ⊆Whk(M),

ω = ω ◦ i.

We observe that in the proof of the Theorem, we only used that the value
of ω vanishes if xi = x0 for some i ≥ 1 to argue that the function Ω(x0; . . .)
was k-linear alternating. And from the alternating property of Ω(x0; . . .) im-
mediately follows that the value of ω vanishes if xi = x j, i, j ≥ 1, i 6= j; this
proves that for a function ω : M<k>→W to be a differential form, it suffices
that ω(x0, . . . ,xk) = 0 whenever xi = x0 for some i ≥ 0. From the point of
view of the proof, there is nothing special about the index 0; we may therefore
conclude the following

Proposition 3.1.6 For a function ω : M<k>→W to be a simplicial differential
form, it suffices that there is some index j ∈ {0, . . . ,k} such that ω(x0, . . . ,xk) =
0 whenever xi = x j for some i 6= j.

The proof of the above Theorem also gives
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Theorem 3.1.7 Any simplicial differential k-form on a manifold M (with values
in a KL vector space W) extends uniquely to a whisker differential k-form.

Remark 3.1.8 It is possible to give a more explicit characterization of the
whisker form ω̂ extending a given simplicial k-form ω; namely it is character-
ized by validity, for all d ∈ D̃(k,k), of

det(d) · ω̂(x0,x1, . . . ,xk) = ω(d · (x0,x1, . . . ,xk)) (3.1.5)

(recall the notation d · (x0,x1, . . . ,xk) from Remark 2.1.6).
Since for d ∈ D̃(k,k), the determinant is k! times the product of the diagonal

entries, the ω̂ can also be characterized by the validity (for all d ∈ D̃(k,k)) of

k! d11 · . . . ·dkk · ω̂(x0;x1, . . . ,xk) = ω(d · (x0;x1, . . . ,xk)). (3.1.6)

We now turn to the comparison between simplicial and cubical forms.

Proposition 3.1.9 A map (simplicial cochain) ω : M<k> →W is a simplicial
differential form if and only if the corresponding map (cubical cochain) ω̃ :
M[k]→W is a cubical differential form.

Proof. This is a question of comparing the normalization conditions which
qualify a cochain (simplicial, resp. cubical) as a (simplicial, resp. cubical) dif-
ferential form. The one for simplicial forms is evidently stronger, but is equiv-
alent to a weaker one, by Proposition 3.1.6, and this weaker condition (with
j = 0) is equivalent to the normalization required for cubical forms.

We can summarize the discussion of the three manifestations of differential
forms in

Theorem 3.1.10 There are natural bijections between the sets of simplicial,
whisker, and cubical k-forms on M (with values in a KL vector space W).

The naturality comes from the fact that the correspondences are induced by the
inclusion M<k> ⊆Whk, and by the bijection between infinitesimal simplices
and infinitesimal parallelepipeda in M, and both these correspondences are
natural in M.

There is a natural way to multiply a combinatorial W -valued k-form ω on
M with a function g : M→ R,

(g ·ω)(x0,x1, . . . ,xk) := g(x0) ·ω(x0,x1, . . . ,xk). (3.1.7)

This applies for simplicial, whisker, or cubical forms. (From the Taylor prin-
ciple, it is easy to see that the preferred role of x0 here is spurious.) It is
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immediate to see that if f : N→M is a map, then

f ∗(g ·ω) = (g◦ f ) · f ∗(ω). (3.1.8)

We shall now be interested in R-valued k-forms on the manifold M = Rk.
On Rk, we have a canonical simplicial k-form Vol, the volume form, given by

Vol(x0,x1, . . . ,xk) = det(x1− x0, . . . ,xk− x0);

heuristically, it represents the (signed) volume of the parallelepipedum [X ]
spanned by the simplex X = (x0,x1, . . . ,xk). The corresponding cubical form
is likewise denoted Vol.

Proposition 3.1.11 Any simplicial, resp. cubical, R-valued k-form on an open
subset N of Rk is of the form g ·Vol for a unique function g : N→ R.

Proof. As in (3.1.4), ω is given by a function Ω : N× (Rk)k → R, multilinear
and alternating in the last k arguments. But a k-linear alternating (Rk)k→ R is
given by a constant times the determinant function. Thus, for an infinitesimal
k-simplex (x0,x1, . . . ,xk) in N

ω(x0,x1, . . . ,xk) = g(x0) ·det(x1− x0, . . . ,xk− x0),

where g(x0) is the constant g corresponding to the k-linear alternating Ω(x0; . . .) :
(Rk)k→ R.

The volume form on R (i.e. the case k = 1) is usually denoted dx; so dx (x,y)=
y−x. Every 1-form on an open subset N of R is, by the Proposition, of the form
f (x) dx for a unique function f : N→ R.

Because of the prominent role of the volume form expressed by the Propo-
sition, it is natural to look for expressions for k-forms on open subsets N ⊆ Rk

given as α∗(Vol) where α : N→ Rk. Consider such α : N→ Rk. Then we have
a function dα : N×Rk→ Rk, linear in the second argument, such that for x∼ y
in N,

α(y) = α(x)+dα(x;y− x),

(dα(x;−) is the differential of α at x, and is given by the k× k Jacobi matrix
of α at x). We get a map Jα : N→ R, by putting

Jα(x) = det(dα(x;−)),

(the Jacobi determinant of α at x).
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Proposition 3.1.12 Let N ⊆ Rk be an open subset, and let α : N → Rk be a
map. Then

α
∗(Vol) = Jα ·Vol .

Proof. Let (x0,x1, . . . ,xk) be an infinitesimal k-simplex in N. Then

α
∗(Vol)(x0,x1, . . . ,xk) = Vol(α(x0),α(x1), . . . ,α(xk))

= det(α(x1)−α(x0)), . . . ,α(xk)−α(x0))

= det(dα(x0;x1− x0), . . . ,dα(x0;xk− x0))

by the defining property of the differential dα(x0;−)

= det(dα(x0;−)) ·det(x1− x0, . . . ,xk− x0)

by the product rule for determinants

= Jα(x0) ·Vol(x0,x1, . . . ,xk)

= (Jα ·Vol)(x0,x1, . . . ,xk).

This proves the Proposition.

If w ∈W in a vector space W , we get a W -valued k-form on Rk denoted
w ·Vol,

(w ·Vol)(x0,x1, . . . ,xk) := Vol(x0,x1, . . . ,xk) ·w,

(a scalar multiplied on the vector w); such forms are called constant (W -
valued) differential forms on Rk. With this understanding, the following holds
not only for R-valued k-forms on Rk, but for W -valued k-forms on Rk as well,
provided W is a KL vector space:

Theorem 3.1.13 Let M be a manifold, and let ω a simplicial k-form on M.
Then for any infinitesimal k-simplex X = (x0,x1, . . . ,xk) in M, and the corre-
sponding map [X ] : Rk→M,

[X ]∗(ω) = ω(X) ·Vol,

in particular, [X ]∗(ω) is a constant differential form. Likewise, if ω is a cubical
k-form on M, [X ]∗(ω) = ω([X ]) ·Vol.

Proof. We need to prove that for any infinitesimal k-simplex Y in Rk,

([X ]∗(ω))(Y ) = ω(X) ·Vol(Y ). (3.1.9)
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We may assume that M is an open subset of some finite dimensional vector
space V , and that x0 = 0. Then the map [X ] is a linear map Rk → V . The
infinitesimal k-simplex Y in Rk is of the form y + d for some y ∈ Rk and d ∈
D̃(k,k). The given k-form ω is, as in the proof of Theorem 3.1.5, given by a
function Ω : M×V k→ R, k-linear and alternating in the last k variables,

ω(z0,z1, . . . ,zk) = Ω(z0;z1− z0, . . . ,zk− z0).

The left hand side of (3.1.9) may now be expressed as follows (here, d j denotes
the jth row of the k× k matrix d)

([X ]∗(ω))(Y ) = ω([X ](y), [X ](y+d1), . . . , [X ](y+dk))

= ω([X ](y), [X ](y)+ [X ](d1), . . . , [X ](y)+ [X ](dk))

because [X ] is linear,

= Ω([X ](y);d1 ·X , . . . ,dk ·X),

where d j ·X is the linear combination of the k vectors x j in X using as coeffi-
cients the entries from d j. From the (generalized) product rule for determinants
(Proposition 1.2.19), applied to the k-linear alternating function Ω([X ](y); . . .),
we see that we may rewrite this as

det(d) ·Ω([X ](y);x1, . . .xk). (3.1.10)

On the other hand, the right hand side of (3.1.9), is det(d) ·ω[X ], which is

det(d) ·Ω(0;x1, . . . ,xk) · .

This is almost the expression in (3.1.10), except that the arguments in front
of the semicolon in Ω are not the same. To see the desired equality is now in
essence k applications of the Taylor principle; more explicitly, we make k Tay-
lor expansions of Ω in its non-linear variable in front of the semicolon. Note
that [X ](y) is a linear combination of the xis, each of which is in D(V ). Taking
directional derivative in the direction of x1, we replace x1 by 0, at the cost of
introducing a remainder dΩ(0;x1, . . .), but since x1 already appears among the
linear arguments of Ω, and hence of dΩ, the remainder term vanishes. Next
take directional derivative in the direction of x2 and do the same argument; etc.
This proves the equation (3.1.9) and thus the Theorem. (The second assertion
is equivalent to the first, it only differs in notation.)

We have in Section 2.2 seen examples of 1-forms: a V -framing on a man-
ifold gives rise to a V -valued 1-form, the framing 1-form. If ω is a 1-form,
the law dω given by (x,y,z) 7→ ω(x,y)+ ω(y,z)−ω(x,z) is an example of a
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2-form (and to say that it vanishes is equivalent to saying that ω is closed).
The process ω 7→ dω , for simplicial as well as cubical forms, is the subject of
Section 3.2 below.

Simplicial forms with values in a pointed space

Note that the Definition 3.1.1 does not utilize the algebraic structure of W ,
except that a base point 0 has to be specified in order to state the “normalization
condition”. So it makes sense to talk about simplicial differential forms with
values in any pointed space (W,∗); thus W could be a group and ∗ the neutral
element; this generalization will be important later on. We assume that the
pointed space is a space locally diffeomorphic to a KL vector space; there is
no harm in assuming that the base point is 0, so that the analysis of a k-form ω

in terms of a function Ω, as in the proof of Theorem 3.1.5, is applicable. Under
these circumstances, we have

Proposition 3.1.14 Let ω be a simplicial k-form on M with values in the
pointed space (W,0), k ≥ 2. Then if a ∼ b in M, the value of ω on any in-
finitesimal k-simplex in the image of [a,b] : R→M is 0.

Proof. We shall do this for the case k = 2 only. We may assume that M = V , a
finite dimensional vector space and that a = 0 ∈ V , and thus b ∈ D(V ). Then
[a,b](s) = s ·b for all s ∈ R. Thus the task is to prove that ω(s ·b, t ·b,u ·b) =
0 ∈W for all s, t,u ∈ R. Using the coordinate description of ω in terms of Ω as
in the proof of Theorem 3.1.5, we should prove

Ω(s ·b;(t− s) ·b,(u− s) ·b) = 0.

But this is clear, since Ω is bilinear in the two arguments after the semicolon,
and since b ∈ D(V ).

Note: it is true that any 2-form on R is 0, in particular, this holds for the
2-form [a,b]∗(ω). But note that ω(s ·b, t ·b,u ·b) is not an application instance
of [a,b]∗(ω) unless s, t,u are mutual neighbours.

3.2 Coboundary/exterior derivative

For any manifold M, we have described both the simplicial complex M<•>
of infinitesimal simplices, and the cubical complex M[•] of infinitesimal par-
allelepipeda. Both these complexes depend in a functorial way of M. For
any abelian group W , we may consider the associated cochain complexes of
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W -valued cochains, using the standard coboundary formulas from algebraic
topology. These cochain complexes depend contravariantly on M.

We shall prove that simplicial differential forms with values in a KL vector
space W constitute a subcomplex of the complex of simplicial cochains (i.e.
that it is stable under the simplicial coboundary operator); and similarly differ-
ential forms, in their cubical guise, constitute a subcomplex of the complex of
cubical cochains. And in fact, in both cases, we recover essentially the clas-
sical exterior derivative of differential forms. More precisely, for the cubical
case, we recover exterior derivative on the nose; for the simplicial case, we
recover it, for k-forms, modulo a factor (k +1).

Consider first the coboundary formation for cochains on the simplicial com-
plex M<•>. A W -valued k-cochain ω on it is any map M<k>→W ; the (sim-
plicial) coboundary dω of it is a k+1 cochain, whose value on a k+1-simplex
x is given by the classical alternating sum with k +2 terms (one term for each
face of the simplex x) (here, x denotes (x0,x1, . . . ,xk+1)):

dω(x0, . . . ,xk+1) = ω(x1, . . . ,xk+1)+
k+1

∑
i=1

(−1)i
ω(x0,x1, . . . ,̂xi, . . . ,xk+1).

(3.2.1)
Note that for k = 0 and k = 1, this is consistent with the usage in Section 2.2.
From standard simplicial theory, we get that d ◦d = 0.

Recall that a simplicial cochain ω is called a (simplicial) differential k-form
if it satisfies the “normalization” condition that it vanishes on simplices where
two vertices are equal; it suffices that the weaker condition of Proposition 3.1.6
holds, i.e. ω(x0,x1, . . . ,xk) = 0 if x j = x0 for some j > 0.

Proposition 3.2.1 If the simplicial cochain ω : M<k> →W satisfies the nor-
malization condition, then so does dω : M<k+1>→W.

Equivalently, the simplicial differential k-forms form a subcomplex of the
cochain complex of the simplicial complex M<•>. In particular, d ◦d = 0.

Proof of the Proposition. Assume ω is a simplicial k-form. By Proposition
3.1.6 it suffices to see that dω takes value 0 on any k+1-dimensional infinites-
imal simplex (x0,x1, . . . ,xk+1), which is degenerate by virtue of xi = x0 for
some i > 0. In the formula (3.2.1), all terms in ∑

k+1
1 , except the ith, vanish by

virtue of the normalization condition for ω . So it suffices to see that

ω(x1, . . . ,xi, . . . ,xk+1)+(−1)i
ω(x0, . . . , x̂i, . . . ,xk+1) = 0.

In the first term here, we make i−1 transpositions to bring xi to the first posi-
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tion, and using that ω is alternating, we thus get for the sum

(−1)i−1
ω(xi,x1, . . . , x̂i, . . . ,xk+1)+(−1)i

ω(x0, . . . , x̂i, . . . ,xk+1);

now using that x0 = xi, we see that the two terms are equal except for sign, and
thus cancel.

Remark 3.2.2 Let us note that the terms appearing in the formula (3.2.1) for
the coboundary of a simplicial W -valued differential form are actually mutual
neighbours in W (for the covariant determination of the ∼-relation in W , as
described in Section 2.1). Let us indicate the proof of this for the case of 1-
forms. Let ω be a W -valued 1-form on a manifold M. Let us prove for instance
that ω(x,y)∼ ω(y,z) in W . Since the question is local on M, we may assume
that M is an open subset of a finite dimensional vector space V , and so, as in
(3.1.4), ω may be described ω(x,y) = Ω(x;y− x) for some Ω : M×V →W ,
linear in the second variable. Then

ω(x,y)−ω(y,z) = Ω(x;y− x)−Ω(y;z− y) = Ω(y;y− x)−Ω(y;z− y),

using the Taylor principle to replace x by y in the first term. By linearity of
Ω(y;−), this equals

Ω(y;(y− x)− (z− y)) = Ω(y;2(y− x)− (z− x)).

Now since (x,y,z) form an infinitesimal 2-simplex, (y−x,z−x)∈ D̃(2,V ), and
so any linear combination of these vectors is in D(V ). Therefore Ω(y;2(y−
x)− (z− x)), with 2(y− x)− (z− x) ∈ D(V ), gives a witness that ω(x,y) ∼
ω(y,z).

For an infinitesimal 2-simplex (x,y,z) in M, it is not in general true that
(x,y)∼ (y,z) in the manifold M×M.

We consider next the coboundary formula for W -valued cochains on the
cubical complex M[•]. Such a k-cochain is a map ω : M[k]→W ; the (cubical)
coboundary of it is a cubical k + 1 cochain, whose value on a k + 1-cube P is
given by the classical alternating sum with 2(k + 1) terms (one term for each
face of P) (here, P = [x0,x1, . . . ,xk+1], is an infinitesimal k + 1-dimensional
parallelepipedum; recall the description of the faces, (2.8.1) and (2.8.2), in
singular cubes, in particular of infinitesimal parallelepipeda):

k+1

∑
i=1

(−1)i
{

ω[x0,x1, . . . , î, . . . ,xk+1]−ω[xi,xi−x0 +x1, . . . , î, . . . ,xi−x0 +xk+1]
}

.

(3.2.2)
Note that for k = 0 and k = 1, this is consistent with the usage in Section 2.2.
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Recall that a cubical cochain ω is called a cubical differential k-form if
it satisfies the “normalization” condition that it vanishes on any infinitesimal
parallelepipedum whose spanning simplex is a degenerate whisker, x j = x0 for
some j > 0.

Proposition 3.2.3 If the cubical cochain ω : M[k]→W satisfies the normaliza-
tion condition, then so does dω : M[k+1]→W.

Equivalently, the cubical differential k-forms form a subcomplex of the cochain
complex of the cubical complex M[•].

Proof of the Proposition. Assume ω is a cubical k-form. Consider a k + 1-
dimensional infinitesimal parallelepipedum [x0x1, . . . ,xk+1], which is degener-
ate by virtue of x j = x0 with j > 0. In the formula (3.2.2), the curly bracket
expressions with i 6= j vanish because each of the two terms in the bracket van-
ishes individually, by the normalization condition assumed for ω . In the jth
curly bracket, the two terms cancel each other since x j = x0 implies x j− x0 +
x1 = x1, . . . ,x j− x0 + xk+1 = xk+1.

Recall the bijective correspondence between simplicial and cubical differ-
ential forms. We want to compare their coboundaries, as described in (3.2.1)
and (3.2.2), respectively. Let us denote the simplicial coboundary by d and the
cubical coboundary by d̃, for the sake of the comparison.

Theorem 3.2.4 Let ω be a simplicial differential k-form on a manifold M, and
let ω̃ be the corresponding cubical differential form. Then

d̃ω̃ = (k +1)(̃dω).

Proof. Since the correspondence ω↔ ω̃ does not depend on coordinates, there
is no harm in proving the assertion in a coordinatized situation, so assume that
M is an open subset of a finite dimensional vector space V . As in the proof of
Theorem 3.1.5, ω is then given by a function Ω : M×V k →W , k-linear and
alternating in the k last arguments:

ω(x0,x1, . . . ,xk) = Ω(x0;x1− x0, . . . ,xk− x0),

and the corresponding ω̃ is given by by

ω̃([x0,x1, . . . ,xk]) = Ω(x0;x1− x0, . . . ,xk− x0)

(same expression!).
We begin by calculating the cubical coboundary d̃ω̃[x0,x1, . . . ,xk+1] in terms

of Ω; this actually leads to a classical coordinate formula. For, consider the ith
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term (i = 1, . . . ,k + 1) in (3.2.2), expressed in terms of Ω and its directional
derivatives; it is

±
{

Ω(x0;x1− x0, . . . , î, . . . ,xk+1− x0)

−Ω(xi;x1− x0, . . . , î, . . . ,xk+1− x0)
}
.

(3.2.3)

Let as usual dΩ(x0;u, . . .) denote the directional derivative at x0 of Ω(x; . . .), as
a function of x, in the direction of u. Then the difference (3.2.3) is, by Taylor
expansion,

=±dΩ(x0;xi− x0,x1− x0, . . . , x̂i− x0, . . . ,xk− x0),

so that we have

d̃ω̃ =
k+1

∑
i=1

(−1)i+1dΩ(x0;xi− x0,x1− x0, . . . , x̂i− x0, . . . ,xk+1− x0). (3.2.4)

Note that dΩ(x0; . . .) is k+1-linear in the k+1 arguments after the semicolon,
and alternating w.r.to the last k of these; (only the whole sum is alternating in
all k + 1 arguments, and is a classical formula, cf. e.g. [82] p. 15). However,
in the present case, the xis form an infinitesimal k + 1-simplex, so that (x1−
x0, . . . ,xk+1 − x0) ∈ D̃(k + 1,V ), and this implies that any k + 1-linear map
V k+1→W behaves on this k +1-tuple as if it were alternating (see the end of
Section 1.3). In particular, dΩ(x0; . . .) does so, and this in turn implies that the
k +1 terms in the sum (3.2.4) are equal, so that (3.2.4) may be rewritten

d̃ω̃ = (k +1)dΩ(x0;x1− x0,x2− x0, . . . ,xk+1− x0). (3.2.5)

We next proceed to calculate the simplicial coboundary dω(x0, . . . ,xk+1) in
terms of Ω and its directional derivatives; it is

dω(x0,x1, . . . ,xk+1) =
k+1

∑
i=0

(−1)i
ω(x0, . . . , x̂i, . . . ,xk+1)

= Ω(x1;x2− x1, . . . ,xk+1− x1)

+
k+1

∑
i=1

(−1)i
Ω(x0;x1− x0, . . . , x̂i− x0, . . . ,xk+1− x0).

(3.2.6)

Here, the first term is special. We rewrite it by Taylor expansion from x0 in the
direction x1− x0. This term then becomes

Ω(x0;x2− x1, . . . ,xk+1− x1)+dΩ(x0;x1− x0,x2− x1, . . . ,xk+1− x1). (3.2.7)

We write, for i = 2, . . . ,k + 1, xi− x1 as (xi− x0)− (x1− x0) and expand the
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first term in (3.2.7) using k-linearity of Ω(x0;−, . . . ,−). This should give 2k

terms, but fortunately, many of them contain x1− x0 more than once; since
x1− x0 ∈ D(V ), such terms vanish. So the first term in (3.2.7) equals

Ω(x0;x2− x0, . . . ,xk+1− x0)−
k+1

∑
i=2

Ω(x0;x2− x0, . . . ,x1− x0, . . . ,xk+1− x0)

where in the ith term, x1− x0 replaces xi− x0. The k + 1 terms we obtained
here cancel the k + 1 terms in the last line of (3.2.6) because Ω(x0;−, . . . ,−)
is alternating. This means that the expression (3.2.6) reduces to dΩ(x0;x1−
x0,x2− x1, . . . ,xk+1− x1). The k last occurrences of x1 may be replaced by
x0s, by the Taylor principle, and then we are left with the expression in (3.2.5)
except for the factor k +1; and this proves the Theorem.

Let us call a simplicial or cubical k-form ω closed if d(ω) = 0, where d
refers to the complex of simplicial, resp. cubical, forms. From the Theorem
follows that a simplicial k-form is closed iff its corresponding cubical form
is closed. – Also, we see that for (simplicial) 1-forms ω , the closedness no-
tion introduced already in Definition 2.2.4 is consistent with the present more
general usage for simplicial k-forms.

3.3 Integration of forms
Recall that if S ⊆ R is an open subset, and f : S→ R is a function, there is a
unique function f ′ : S→ R, the derivative of f , such that for all d ∈D and x∈ S

f (x+d) = f (x)+d · f ′(x).

An anti-derivative for a function f : S→ R is a function F : S→ R such that
F ′ = f .

Some of the following makes sense also for R-valued functions which are
defined only on open, connected, simply connected subsets S of R (whatever
that is supposed to mean in the present context), but for simplicity, we consider
functions defined on all of R, f : R→ R (“entire functions”).

With some modifications, the codomain R could be replaced by a KL vector
space W .

Integration theory in SDG is not very well developed; in most places, like
in [36], the theory depends on anti-derivatives. The present text is no excep-
tion, and the theory here is even more primitive than in [36], since we do not
consider any kind of order relation ≤ on R, hence we do not consider intervals
as domains of functions to be integrated; we consider only entire functions
R→ R, for simplicity. So we put
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Integration Axiom Every function f : R→ R has an anti-derivative, and any
two such differ by a unique constant.

From uniqueness of anti-derivatives follows of course that if f and g are
functions R→ R such that f (0) = g(0) and f ′ = g′, then f = g; but more gen-
erally, if f and g are functions Rk→ R with f (0) = g(0) and ∂ f /∂xi = ∂g/∂xi

for all i = 1, . . . ,k, then f = g. This follows by an easy iteration argument from
the 1-dimensional case.

One immediate application of the Integration Axiom is a “Hadamard Re-
mainder” formula. There are traditionally many ways to formulate information
about the remainders R(x) in a Taylor expansion of a function. In its simplest
form, the Hadamard Lemma says that for any smooth f : R→ R,

f (t)− f (0) = t ·h(t)

for some smooth (and actually unique) h : R→ R. (Note that the left hand side
here is a zero order Taylor remainder.) The construction of h is by an integral,

h(t) =
∫ 1

0
f ′(t ·u) du;

likewise for the higher Taylor remainders Rn(t) in one variable, there is a stan-
dard integral formula for them, and the Hadamard observation is that this inte-
gral depends smoothly on the parameter t; see e.g. [70] Prop. 1.3.4 and 1.3.13
for this in synthetic/axiomatic context.

The integration axiom for R allows us to define integrals of functions in
terms of anti-derivatives (as calculus students often do, after having paid the
required lip service to Riemann sums). Namely, let f : R→ R be a function.
If a and b are elements in R, we define

∫ b
a f to be F(b)−F(a) for some anti-

derivative F of f ; it is independent of choice of anti-derivative, since anti-
derivatives are unique modulo a constant. (The definition makes sense whether
or not a ≤ b; in fact, we have not assumed any preorder ≤ on R at all; and
we have

∫ b
a f = −

∫ a
b f .) The integrals

∫ b
a f defined by this recipe, we call

scalar integrals, for contrast with the integrals of differential forms (like curve
integrals) to be considered later. It is easy to see that, for fixed a, the map
b 7→

∫ b
a f is an antiderivative of f (“Fundamental Theorem of Calculus” (Part

1)) This is as in calculus, and as there, one proves the subdivision rule∫ c

a
f =

∫ b

a
f +

∫ c

b
f (3.3.1)

for any a,b,c in R. Similarly for the substitution rule (substitution along g),∫ b

a
( f ◦g) ·g′ =

∫ g(b)

g(a)
f (3.3.2)
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for any function g : R→ R.

For functions f : R2 → R, one can iterate the integration procedure, and
define, in terms of anti-derivatives of functions in one variable, the iterated
integral

∫ b
a
∫ d

c f for any a,b,c,d in R, and the usual rules hold (Fubini Theorem
etc.) More generally, if f : Rk→ R is a function, and a1, . . . ,ak,b1, . . . ,bk ∈ R,
we define the iterated integral

∫ b1
a1

∫ b2
a2

. . .
∫ bk

ak
f in the expected way, by iteration

of one-dimensional integrals.
Unlike for one-variable scalar integrals, the notation

∫ b1
a1

∫ b2
a2

. . .
∫ bk

ak
f for this

iterated integral is known not to be practical, since it does not tell us which of
the k variables of f is to range over which “interval”; one may by convention
say that xk ranges over the interval [ak,bk] in the innermost integral, . . . , x1

ranges over [a1,b1] in the outermost one. Rather than depending on such im-
plicit conventions, the following notation is known to work well (and we adopt
it): ∫ b1

a1

∫ b2

a2

. . .
∫ bk

ak

f (x1, . . . ,xk) dxk . . .dx1;

but the reader should be warned that dxk . . .dx1 does not denote any differential
k-form, in particular, it should not be confused with dxk ∧ . . .∧dx1.

One reason why iterated integrals in general are not sufficient for calculus,
is the fact that they are only defined over rectangular boxes (and a few other
simple kind of regions), and that therefore a theory of substitution in such
integrals cannot be well formulated, say substitution along an arbitrary map
Rk→ Rk; such a map may destroy rectangular shape.

However, the success of the substitution rule for one-variable integrals does
leave some trace on the theory of iterated integrals, namely substitution along
maps α : Rk→ Rk of the form α = α1× . . .×αk : Rk→ Rk, where each αi is a
map R→ R. Then the one-variable rule generalizes into∫ b1

a1

∫ b2

a2

. . .
∫ bk

ak

f (α(x)) ·α ′1(x1) · . . . ·α ′k(xk) dxk . . .dx1

=
∫

α1(b1)

α1(a1)
. . .
∫

αk(bk)

αk(ak)
f (t1, . . . , tk) dtk . . .dt1

(3.3.3)

(here x is short for (x1, . . . ,xk)).

Curve integrals

We shall deal with k-surface integrals of k-forms later, but for simplicity of
exposition, we begin by the case k = 1, curve integrals of 1-forms.
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The scalar integrals
∫ b

a f allow us to define curve integrals of 1-forms. We
consider first 1-forms on R itself.

Let θ be an R-valued 1-form on R. It is of the form θ(s, t) = (t− s) ·g(s) for
a unique function g : R→ R. The 1-form θ thus given is traditionally denoted
g(x) dx, (or g(u) du or g(v) dv, . . . ). Thus, in combinatorial terms, for s∼ t in
R,

(g(x) dx)(s, t) = g(s) · (t− s),

or equivalently, for all d ∈ D,

(g(x) dx)(s,s+d) = d ·g(s).

In particular, if g is constant 1, we have the 1-form dx given by (dx)(s, t) =
t− s. It is the volume form for R.† The notation dx for this form is consistent
with the exterior-derivative use of d; the symbol x is a traditional notation
for the identity map R→ R, and the exterior derivative of the identity map
is exactly the 1-form dx. More generally, we have the equality of 1-forms
d f = f ′(x)dx, for f : R→ R a 0-form (= a function).

Even more generally, for α : R→ R a function,

α
∗(g(x) dx) = g(α(x)) ·α ′(x) dx. (3.3.4)

Let ω be an R-valued 1-form on a manifold M, and let γ : R→M be a map
(a “path, or curve, in M” (or even, as in Section 2.1 : a “singular 1-cube in
M”). Then we get a 1-form γ∗(ω) on R. We may write

γ
∗(ω) = g(x) dx,

for some uniquely determined function g : R→ R, and we put∫
γ

ω :=
∫ 1

0
g

this is the (curve-) integral of ω along the path γ .

There are some special curve integrals which can immediately be calculated,
namely curve integrals along infinitesimal 1-dimensional parallelepipeda: re-
call (2.1.6) that if x∼ y in the manifold M, we have a canonical “infinitesimal”
curve [x,y] : R→M, defined using affine combinations of the neighbour points
x and y in M.

† The 1-form dx is also the Maurer-Cartan form for the additive group (R,+); for Rn with n≥ 2,
there is no comparison between the volume form (an R-valued n-form), and the Maurer-Cartan
form (an Rn-valued n-form).
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Proposition 3.3.1 Let ω be a 1-form on M, and let x∼ y. Then∫
[x,y]

ω = ω(x,y).

Proof. Consider fixed x∼ y. By Theorem 3.1.13, [x,y]∗(ω) = ω(x,y) ·Vol, (a
constant form) so

∫
[x,y] ω =

∫ 1
0 ω(x,y); but the the scalar integral from 0 to 1 of

a constant equals that constant.

Let ω be a 1-form on M. If α : R→ R is a function, and γ : R→M a curve
in M, we want to compare the curve integrals of ω along γ and along γ ◦α .
Assume as before that γ∗(ω) = g(x) dx. Then (γ ◦α)∗(ω) = α ′(x) ·g(α(x)) dx,
and so by (3.3.4) and (3.3.2) we have∫

γ◦α
ω =

∫ 1

0
(g◦α) ·α ′ =

∫
α(1)

α(0)
g. (3.3.5)

– We shall in particular consider the case of an affine map α:
Let a and b be elements of R. Since R is a free affine space on two generators

0 and 1, there is a unique affine map R→ R with 0 7→ a and 1 7→ b. This map is
denoted [a,b]. (It is given by t 7→ (1−t) ·a+t ·b; if a∼ b, this is consistent with
the use for infinitesimal 1-dimensional parallelepipeda.) The map [0,1] : R→R
is the identity map.

Applying (3.3.5) to the map α = [a,b], we therefore have∫
γ◦[a,b]

ω =
∫ b

a
g, (3.3.6)

where as before γ∗(ω) = g(x) dx.
From this, and the subdivision rule for scalar integrals (3.3.1), we therefore

get the subdivision rule for curve integrals of ω:∫
γ◦[a,c]

ω =
∫

γ◦[a,b]
ω +

∫
γ◦[b,c]

ω (3.3.7)

for any a,b, and c in R. In particular, since
∫

η
ω = 0 for any constant path η ,

we have ∫
γ◦[a,b]

ω =−
∫

γ◦[b,a]
ω.

Here is a consequence of (3.3.6): consider a 1-form ω = f (x) dx on R, where
f : R→ R is a function. Then for [a,b] : R→ R∫

[a,b]
f (x) dx =

∫ b

a
f ;

the left hand side is a curve integral in the sense of differential forms, whereas
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the right hand side is a scalar integral, defined in terms of anti-derivatives of
f . The equation says that the two expressions in this equation are two aspects
of the same quantity, and the traditional notation for this quantity straddles
between these expressions; it is the notation∫ b

a
f (x) dx,

which on the one hand succeeds in mentioning the 1-form f (x) dx, but also the
“lower- and upper-” “endpoints” a and b of the “interval” [a,b] of the integra-
tion. (The words “endpoints” are used here only to assist the intuition; we have
not assumed any partial- or preorder≤ on R with respect to which we have the
interval [a,b] as a subset of R.)

For fixed ω , we consider the process γ 7→
∫

γ
ω as a map (“functional”) Ω :

P(M)→ R, where P(M) = MR is the set of paths R→ M in M. (Note that
P(M) appears elsewhere in the present text under the name S[1](M), the set of
singular 1-cubes on M.)

By (3.3.7) (subdivision law), Ω has the property

Ω(γ ◦ [a,c]) = Ω(γ ◦ [a,b])+Ω(γ ◦ [b,c]). (3.3.8)

Following essentially [86], we call a functional Ω : P(M)→ R with this prop-
erty a 1-dimensional observable on M. (The notion of k-dimensional observ-
able for general k is given in Definition 9.8.2.)

Theorem 3.3.2 The process which to a combinatorial 1-form on M associates
the observable γ 7→

∫
γ

ω provides a bijection between the set if 1-forms on M,
and the set of 1-dimensional observables on M.

Proof. Given a 1-dimensional observable Ω on M, we define a 1-form ω on M
by putting

ω(x,y) := Ω([x,y]). (3.3.9)

Since Ω is 0 on constant paths, it follows that ω(x,x) = 0, so that ω is indeed a
(combinatorial) 1-form. We prove first, with ω thus defined, that Ω(γ) =

∫
γ

ω

for any path γ : R→M. We do this by proving more generally that

Ω(γ ◦ [0, t]) =
∫

γ◦[0,t]
ω. (3.3.10)

Both sides take value 0 when t = 0. We prove that furthermore both sides, as
functions f of t ∈ R, satisfy the equation

d · f ′(t) = Ω([γ(t),γ(t +d)]) (3.3.11)
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for all d ∈ D, so that the result follows from uniqueness of primitives and by
cancellation of universally quantified ds. We get, with f (t) := Ω(γ ◦ [0, t]) that

f (t +d)− f (t) = Ω(γ ◦ [0, t +d])−Ω(γ ◦ [0, t]) = Ω(γ ◦ [t, t +d]),

the last equation by the subdivision law for Ω. Now any map preserves affine
combination of mutual neighbour points (Theorem 2.1.4); therefore γ ◦ [t, t +
d] = [γ(t),γ(t +d)], so

Ω(γ ◦ [t, t +d]) = Ω([γ(t),γ(t +d)]),

proving that the left hand side of (3.3.10) satisfies the differential equation
(3.3.11). For the right hand side, we similarly get, by the subdivision rule for
curve integrals, that∫

γ◦[t+d,0]
ω−

∫
γ◦[0,t]

ω =
∫

γ◦[t,t+d]
ω =

∫
[γ(t),γ(t+d)]

ω = ω(γ(t),γ(t +d)),

using Proposition 3.3.1. But this is by definition of ω the same as Ω([γ(t),γ(t +
d)]). So also the right hand side of (3.3.10) satisfies the differential equation
(3.3.11). This proves that Ω =

∫
ω .

Conversely, let us start with a differential 1-form ω , and let Ω denote the
observable

∫
ω . The process (3.3.9) provides here the 1-form ω̃ given by

ω̃(x,y) = Ω([x,y]) =
∫
[x,y] ω . But by Proposition 3.3.1, this is the same as

ω(x,y), proving that ω̃ = ω; the Theorem is proved.

Higher surface integrals
We do not only want to construct curve integrals out of 1-forms, but to con-
struct surface integrals (over k-dimensional surfaces) out of k-forms. We here
understand “k-dimensional surface” in a manifold to be parametrized by Rk,
in other words, a k-dimensional surface is here the same thing as a singular k-
cube Rk→M. In particular, the k-surfaces in M, as k ranges, form the cubical
complex S[•](M), as described in the Appendix, Section 9.8.

If ω is a (cubical-combinatorial†) k-form on a manifold M, and γ : Rk→M
a singular k-cube in M, we shall define the integral of ω along γ , to be denoted∫

γ
ω . It should be functorial w.r.to maps f : M→ N between manifolds, i.e. if

θ is a k-form on N, and γ a singular k-cube on M, the integral should satisfy∫
γ

f ∗(θ) =
∫

f◦γ
θ . (3.3.12)

† the definitions themselves also make sense for simplicial forms, but the “coboundary” formulae,
Stokes’ Theorem etc. to be developed, work more seamlessly for the cubical formulation. For
k = 1, simplicial = cubical, and we recover the notions leading to Theorem 3.3.2.
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Therefore, the essence resides in defining integrals
∫

id ω , where id is the “generic
k-cube”, i.e. the identity map Rk→ Rk, and where ω is a k-form on Rk. Recall
that the identity map Rk→ Rk may be described as the map [0,1]× . . .× [0,1],
so
∫

id ω is also denoted
∫
[0,1]×...×[0,1] ω.

To define these integrals, recall from Proposition 3.1.11 that an R-valued
k-form ω on Rk may be written ω̃ ·Vol for a unique function ω̃ : Rk → R.
Therefore, we can define∫

[0,1]×...×[0,1]
ω :=

∫ 1

0
. . .
∫ 1

0
ω̃(t1, . . . , tk) dtk . . .dt1. (3.3.13)

The right hand side is an ordinary iterated scalar integral, as described above;
its description depends only on the possibility of forming antiderivatives of
functions R→ R.

The fact that (3.3.12) holds is then an immediate consequence of the fact
that given a k-form θ on N and

Rk γ - M
f - N,

then γ∗( f ∗(θ)) = ( f ◦ γ)∗(θ).

From Theorem 3.1.13, we deduce

Proposition 3.3.3 Let ω be a (cubical-combinatorial) k-form on a manifold
M. Then for any infinitesimal k-simplex (x0,x1, . . . ,xk) in M, we have∫

[x0,x1,...,xk]
ω = ω[x0,x1, . . . ,xk].

Proof. It is immediate that for any constant λ (like ω([x0,x1, . . . ,xk])), we
have the second equality sign in

∫
id λ ·Vol =

∫ 1
0 . . .

∫ 1
0 λ dtk . . .dt1 = λ . So the

Proposition follows from the Theorem quoted.

Consider a k-form ω = g ·Vol on Rk, where g : Rk → R is a function. By
definition, we have

∫
id ω =

∫ 1
0 . . .

∫ 1
0 g(t1, . . . , tk) dtk . . .dt1. But we have more

generally:

Proposition 3.3.4 Consider the map α : Rk → Rk given, as in (3.3.3), by α =
[a1,b1]× . . .× [ak,bk], and let ω = g ·Vol. Then∫

α

ω =
∫ b1

a1

. . .
∫ bk

ak

g(t1, . . . , tk) dtk . . .dt1. (3.3.14)
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Proof. We have by (3.3.12) and by the the formula assumed for ω that∫
α

ω =
∫

id
α
∗(ω) =

∫
id

α
∗(g ·Vol)

=
∫

(g◦α) ·α∗(Vol)

now the determinant of the linear part of the affine map α is here clearly ∏(bi−
ai), so Proposition 3.1.12 allows us to continue

=
∫

id
(g◦α) ·Π(bi−ai) ·Vol =

∫ 1

0
. . .
∫ 1

0
(g◦α)Π(bi−ai)

by the basic definition (3.3.13),

=
∫ 1

0
. . .
∫ 1

0
g(α1(x1), . . . ,αk(xk)) ·Π(bi−ai) dxk . . .dx1

=
∫ b1

a1

. . .
∫ bk

ak

g(t1, . . . , tk) dtk . . .dt1

by (3.3.3).

We can now prove:

Proposition 3.3.5 Let θ be a k-form on a manifold M. Then the functional
γ 7→

∫
γ

θ satisfies the subdivision property.

Proof. Let γ : Rk → M be a map (a singular k-cube). With the notation of
Section 9.8, we need to prove that for i = 1, . . . ,k and a,b,c ∈ R, we have∫

γ|i[a,c]
θ =

∫
γ|i[a,b]

θ +
∫

γ|i[b,c]
θ .

Let γ∗(θ) = g ·Vol, (where g is a function Rk→ R). Then∫
γ|i[a,b]

θ =
∫

[a,b]i
γ
∗(θ) =

∫ 1

0
. . .
∫ b

a
. . .
∫ 1

0
g(t1, . . . , tk) dtk . . .dt1,

by Proposition 3.3.4, and similarly for
∫

γ|i[a,c] and
∫

γ|i[b,c]. The result now fol-

lows from the subdivision rule
∫ c

a =
∫ b

a +
∫ c

b for one-variable integrals (which
immediately gives similar rules for subdivision of k-variable integrals).

The notion of k-dimensional observable on a manifold M is defined in the
Appendix, Definition 9.8.2: a function S[k](M)→ R which is alternating and
satisfies the subdivision law, as explained there.

Some of the results proved lead to
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Theorem 3.3.6 1) For θ a k-form on a manifold M, the functional γ 7→
∫

γ
θ is

an observable on M.
2) Let γ be an infinitesimal k-dimensional parallelepipedum; then∫

γ

θ = θ(γ).

Proof. The functional described has the subdivision property, by Proposition
3.3.5, and the fact that it is alternating is an immediate consequence of Propo-
sition 3.1.12 applied to the affine map α which interchanges ith and jth coor-
dinate. Finally, the last assertion is contained in Proposition 3.3.3.

3.4 Uniqueness of observables
We shall in this section prove that a k-dimensional observable is completely de-
termined by its value on infinitesimal parallelepipeda. Since the k-dimensional
observables on a manifold M clearly form a linear subspace of the space of all
functions MRk → R, it suffices to prove

Theorem 3.4.1 Let Ψ be a k-dimensional observable on M which takes value
0 on all infinitesimal k-dimensional parallelepipeda. Then Ψ is constant 0.

Proof. Let γ : Rk→M be a singular cube. Consider the observable Φ := γ∗(Ψ)
on Rk. Because any map, in particular γ , preserves infinitesimal parallelepi-
peda(Theorem 2.1.4), it follows that Φ vanishes on all infinitesimal k-parallel-
epipeda in Rk. We shall prove that Φ vanishes on all rectangles in Rk; by a
rectangle in Rk, we understand a singular cube α : Rk→ Rk which is not only
affine, but whose linear part is given by a diagonal matrix, α = ‖a | A‖, with
A a diagonal matrix (see Section 9.8 for the matrix calculus for affine maps);
the diagonal entries of this matrix are called the sides of the rectangle†. If we
can prove that Φ vanishes on all rectangles, then Φ will certainly vanish on the
identity map ‖0 | I,‖ where I is the identity matrix. So Φ(id) = γ∗(Ψ)(id) =
Ψ(γ), which therefore is 0.

The Theorem will therefore be proved by proving the following two Lem-
mas.

Lemma 3.4.2 Assume that a k-dimensional observable Φ on Rk vanishes on
all infinitesimal k-dimensional parallelepipeda in Rk. Then it vanishes on all
rectangles with infinitesimal sides.

† Note that the map α occurring in Proposition 3.3.4 is such a rectangle; there is also a converse
statement.
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(Note that an infinitesimal parallelepipedum need not be a rectangle; in fact,
for k ≥ 2, those infinitesimal k-dimensional parallelepipeda in Rk which are
also rectangles have the property that any observable vanishes on them. See
Remark 3.4.6 at the end of the Section.)

Lemma 3.4.3 Assume that a k-dimensional observable Φ on Rk vanishes on
all rectangles with infinitesimal sides. Then it vanishes on all rectangles.

Proof of Lemma 3.4.2. We prove in fact more, namely that Φ vanishes on all
singular cubes of the form [x0,x1, . . . ,xk] where xi ∼ x0 for all i. (Note that
such cube is not necessarily an infinitesimal parallelepipedum, since we have
not required xi ∼ x j; nonetheless [x0,x1, . . . ,xk] makes sense, since it here takes
values in an affine space, namely Rk; cf. Remark 2.1.8.) There is no harm in
assuming that x0 = 0. The k-tuple (x1, . . . ,xk) is therefore an element of D(k)k.
Let φ : D(k)k→ R be the function (x1, . . . ,xk) 7→Φ([0,x1, . . . ,xk]). It is an easy
consequence of the subdivision property for Φ that φ vanishes if one of the xis
is 0. It therefore follows from the KL axioms that φ extends to a k-linear map
(Rk)k → R, and this map (likewise denoted φ ) is alternating because of the
alternating property assumed for Φ. By the assumption that Φ vanishes on
infinitesimal k-parallelepipeda, it follows that φ vanishes on D̃(k,k) ⊆ D(k)k.
But a k-linear alternating map (Rk)k → R is completely determined by its re-
striction to D̃(k,k). So φ is the zero map.

Proof of Lemma 3.4.3. This is by a downward induction, starting from k:
by assumption, Φ vanishes on rectangles with all k sides infinitesimal. As-
sume we have already proved that Φ vanishes on all rectangles with the first i
sides infinitesimal; we prove that it then also vanishes on rectangles with the
first i−1 sides infinitesimal. Consider such a rectangle [x0,x0 + t1e1, . . . ,x0 +
ti−1ei−1,x0 + tiei, . . . ,x0 + tkek], where the t1, . . . , ti−1 are in D. Consider this as
a function of ti alone, in other words, consider the function g : R→ R given,
for fixed x0 and fixed t js ( j 6= i), by

g(t) := Φ([x0,x0 + t1e1, . . . ,x0 + ti−1ei−1,x0 + tei, . . . ,x0 + tkek]).

If t = 0, the input to Φ is a rectangle with i infinitesimal sides, and so g(0) = 0.
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Let us spell out g(t) in the matrix notation for affine maps;

g(t) = Φ(

∥∥∥∥∥∥∥∥∥∥∥∥

x01 t1
...

. . .
x0i t
...

. . .
x0k tk

∥∥∥∥∥∥∥∥∥∥∥∥
).

By the subdivision of rectangles exhibited in (9.8.6), it is now clear that
g(t +d)−g(t) equals

Φ(

∥∥∥∥∥∥∥∥∥∥∥∥

x01 t1
...

. . .
x0i + t d

...
. . .

x0k tk

∥∥∥∥∥∥∥∥∥∥∥∥
)

The input of Φ here is a rectangle with its first i sides infinitesimal, so by the
induction assumption, the value of Φ on it is 0. Thus g(t + d) = g(t) for all
d ∈D, i.e. g′≡ 0. Since also g(0) = 0, we conclude by uniqueness of primitives
that g≡ 0. So Φ vanishes on all rectangles with basic vertex in x0, but x0 was
arbitrary; so Φ vanishes on all rectangles. This proves the Lemma. (This is
essentially the argument given already in [63], after Lemma 4.4 in there, and
reproduced in [36] and [70].)

With these Lemmas, the theorem follows.

The combinatorial differential forms that we consider presently are the cubi-
cal ones. The following is an extension of Theorem 3.3.2, which is the special
case where k = 1.

Theorem 3.4.4 Every k-dimensional observable Φ on a manifold M is of the
form

∫
ω for a unique k-form ω . In particular, the process ω 7→

∫
ω is a

bijection between k-forms and k-dimensional observables.

Proof. If such an ω exists, then by the second assertion in Theorem 3.3.6, we
have for any infinitesimal k-parallelepipedum [x0, . . . ,xk],

ω[x0, . . . ,xk] = Φ([x0, . . . ,xk]); (3.4.1)

this proves that there is at most one k-form ω which gives rise to Φ by inte-
gration. Conversely, given a k-dimensional observable Φ; let us define ω by



118 Combinatorial differential forms

(3.4.1). To see that the ω thus defined is indeed a differential form, we have to
see that it vanishes on degenerate infinitesimal parallelepipeda. So suppose the
parallelepipedum is degenerate by virtue of xi = x0. Then it is easy to see that
this parallelepipedum γ subdivides in the ith direction into two copies of itself,
and so it follows from the subdivision property for Φ that Φ(γ) = Φ(γ)+Φ(γ),
whence Φ(γ) = 0, so ω does get value 0 on this parallelepipedum.

The fact that for this form ω ,
∫

ω = Φ follows from Proposition 3.3.3 and
from the uniqueness in Theorem 3.4.1.

Consider now a (cubical) k-form ω on a manifold M, and its coboundary
(= exterior derivative) dω . Since dω is a (k + 1)-form, it defines a (k + 1)-
dimensional observable on M, γ 7→

∫
γ

dω , γ ranging over singular (k + 1)-
cubes. There is another functional on the set of singular (k+1)-cubes, namely
γ 7→

∫
∂γ

ω , where ∂γ is the k-chain in the (cubical) chain complex described
in Section 9.8. This is, in the notation from there, the coboundary d

∫
ω of the

cochain
∫

ω , and since
∫

ω is an observable, then so is its coboundary d
∫

ω ,
by Proposition 9.8.3.

Theorem 3.4.5 (Stokes’ Theorem) Let γ be a singular (k+1)-cube in a man-
ifold M, and let ω be a k-form on M. Then∫

∂γ

ω =
∫

γ

dω.

Proof. As functions of γ ∈ Sk+1(M) (the set of singular (k + 1)-cubes), both
sides are observables (alternating and with subdivision property). On infinites-
imal parallelepipeda, the two sides agree, because d for the cochain complex
of differential forms was defined in terms of the ∂ in the chain complex of
infinitesimal parallelepipeda. The result therefore follows from uniqueness of
observables (Theorem 3.4.1).

Some aspects of the theory presented here may be summarized: the cubical
complex of infinitesimal parallelepipeda in M is a subcomplex of the cubical
complex of singular cubes. In the associated cochain complexes, the differen-
tial forms constitute a subcomplex of the first, and the observables constitute a
subcomplex of the second cochain complex. The inclusion map of the complex
of infinitesimal parallelepipeda into the complex of singular cubes induces a bi-
jection between k-forms and k-observables. And these bijections, as k ranges,
are compatible with the coboundary operators, so that the cochain complexes
of cubical differential forms, and of observables, are isomorphic.

This line of reasoning and the proofs presented in this Section run in parallel
with the one of Meloni and Rogora’s [86], and with Félix and Lavendhomme’s
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[19] (see also [70] 4.5); however, these authors deal with a somewhat different
synthetic notion of differential form; for the latter, it is the notion based on
“marked microcubes”, as described in the Section 4.10.

Remark 3.4.6 The k-dimensional rectangles in Rk with all sides infinitesimal
are not in general infinitesimal parallelepipeda; those rectangles P with in-
finitesimal sides that are at the same time infinitesimal parallelepipeda, are
uninteresting from the viewpoint of differential forms, in the sense that Vol ap-
plied to such P gives 0. This follows from the fact that a diagonal k× k matrix
in D̃(k,k) (k ≥ 2) has determinant 0, see Exercise 1.2.20.

3.5 Wedge/cup product
Let W1, W2, and W3 be vector spaces, and let

W1×W2
∗ - W3

be a bilinear map. The most important special case is where W1 = W2 = W3 =
R, with ∗ being the multiplication map. Then there is a classical procedure
from algebraic topology, called cup product: if S is a simplicial complex, and
ω and θ are cochains on S (of degree k and l, respectively) with values in W1

and W2, respectively, one manufactures a cochain ω ∪∗ θ on S of degree k + l,
with values in W3. We shall describe this process for the case where S is the
simplicial complex M<•> of infinitesimal simplices in a manifold M. We shall
be interested in the case where the Wi are KL vector spaces, and where ω and
θ are simplicial differential forms.

In the present Section, “differential form” means “simplicial differential
form”.

So let ω be a W1-valued k-form on M, and let θ be a simplicial W2-valued
l-form on M. For any infinitesimal k + l-simplex
(x0,x1, . . . ,xk,xk+1, . . . ,xk+l), we define the W3-valued k + l cochain on M<•>
by the standard cup-product formula

(ω∪∗θ)(x0,x1, . . . ,xk,xk+1, . . . ,xk+l) := ω(x0,x1, . . . ,xk)∗θ(xk,xk+1, . . . ,xk+l).
(3.5.1)

Theorem 3.5.1 If ω and θ are differential forms of degree k and l, as above,
then the k + l-cochain given by the expression (3.5.1) is again a differential
form.

Proof. Note that xk appears in both factors in (3.5.1); we first investigate what
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happens if the second occurrence of xk is replaced by x j ( j ≤ k): so consider
for each j = 0, . . . ,k the expression

ω(x0, . . . ,xk)∗θ(x j,xk+1, . . . ,xk+l). (3.5.2)

Lemma 3.5.2 The expressions (3.5.1) and (3.5.2) have same value, indepen-
dently of the j = 0, . . . ,k chosen. Furthermore, the expression vanishes if some
xr (r ≥ k +1) equals some x j ( j ≤ k).

Proof. For the first assertion: we may assume that M is an open subset of
a finite dimensional vector space V , so that for any infinitesimal k-simplex
(y0,y1, . . . , ,yk) in M, we have ω(y0,y1, . . . ,yk) = Ω(y0;y1 − y0, . . . ,yk − y0)
with Ω : M×V k→W1 k-linear and alternating in the last k variables. Then

ω(x0,x1, . . . ,xk) =±ω(xk,x0,x1, . . . ,xk−1)

=±Ω(xk;x0− xk, . . . ,xk−1− xk),

so for j < k,

ω(x0, . . . ,xk)∗θ(x j,xk+1, . . . ,xk+l) =

=±Ω(xk;x0− xk, . . . ,xk−1− xk)∗θ(x j,xk+1, . . . ,xk+l);

because Ω(xk; . . .) is k-linear, and ∗ is bilinear, the occurrence of x j − xk is
linear, and by the Taylor principle, we may replace x j in the θ -factor by xk,
proving the first assertion of the Lemma. The second assertion is a formal
consequence: if xr for r > k equals x j for j≤ k, we use the “independence of j”
already proved, so that the product equals ω(x0, . . . ,xk) ·θ(x j,xk+1, . . . ,xr, . . .),
but now the θ factor is 0, due to the repeated occurrence of x j = xr.

It is now clear that the expression (3.5.1) does indeed satisfy the normal-
ization condition required to deserve the name of differential form: assume
x j = xr for some j 6= r. It vanishes if x j = xr for some j,r ≤ k, because then
the ω factor vanishes, and it vanishes if x j = xr for some r, j > k, because then
the θ factor vanishes; and it vanishes if x j = xr with j ≤ k and r > k, by the
Lemma. So ω ∪∗ θ vanishes on a k + l simplex if two of its vertices are equal.
This proves the Theorem.

When a function f : M → R is viewed as an R-valued 0-form, and ω is a
W -valued k-form on M, the 0+k-form f ∪·ω is what we previously, and more
naturally, have denoted f ·ω .

It is clear that ∪∗ depends in a bilinear way on its two arguments.

Since the formula defining ∪∗ is a special case of the formula for cup prod-
ucts of simplicial cochains, we get some of the properties of ∪∗ by proofs that
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can be read out of books on algebraic topology; for instance, if W1 = W2 = W3

and the bilinear map ∗ : W ×W →W is associative, the cup product ∪∗ of
simplicial differential forms is likewise associative.

But unlike the cup product in simplicial algebraic topology, the cup product
here is graded-commutative: a sign change is introduced when commuting two
odd degree forms (in simplicial algebraic topology, we can assert this commu-
tativity only “up to cohomology”, see e.g. [26] Theorem 4.1.8.):

Proposition 3.5.3 Let ω and θ be differential forms of degree k and l, respec-
tively, with values in a commutative algebra A, whose underlying vector space
is KL. Then

ω ∪θ = (−1)k·l
θ ∪ω.

Proof. Consider an infinitesimal k + l-simplex (x0,x1, . . . ,xk+l). Then

(xl ,xl+1, . . . ,xk+l ,x0,x1, . . . ,xl−1)

comes about by l cyclic permutations of the k+l+1-tuple x0,x1, . . . ,xk, . . . ,xk+l ,
so

(ω ∪θ)(x0,x1, . . . ,xk+l) = (−1)l·(k+l)(ω ∪θ)(xl , . . . ,xk+l ,x0, . . . ,xl−1)

= (−1)l·(k+l) ·ω(xl , . . . ,xk+l) ·θ(xk+l ,x0, . . . ,xl−1)

= (−1)l·(k+l) ·ω(xl , . . . ,xk+l) ·θ(xl ,x0, . . . ,xl−1)

using Lemma 3.5.2; and performing one cyclic permutation in the inputs of θ ,
using that θ is alternating,

= (−1)l·(k+l) · (−1)l
ω(xl , . . . ,xk+l) ·θ(x0, . . . ,xl−1,xl);

the sign here equals (−1)k·l (since l ·(k+ l)+ l is congruent mod 2 to k · l), and
the rest of the expression is by commutativity of A equal to θ(x0, . . . ,xl−1,xl) ·
ω(xl , . . . ,xk+l) = (θ ∪ω)(x0,x1, . . . ,xk+l), proving the Proposition.

In particular, ω ∪ω = 0 if ω is a 1-form with values in a commutative al-
gebra. On the other hand, for A a KL vector space with a non-commutative
bilinear ∗ : A×A→ A, we have

Proposition 3.5.4 Let ω be a 1-form on a manifold M, with values in A. Then
for any infinitesimal 2-simplex (x,y,z) in M,

ω(x,y)∗ω(y,z) =−ω(y,z)∗ω(x,y).
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Hence also

ω ∧ω = 1
2 [ω,ω],

where ∧ refers to the cup product w.r.to the multiplication ∗, and the square
brackets refer to cup product with respect to the (bilinear) algebraic commu-
tator map A×A→ A given by (a,b) 7→ a∗b−b∗a,

Proof. For the first assertion, it suffices to consider the case where M is an open
subset of a finite dimensional vector space V , and ω(x,y) = Ω(x;y− x) with
Ω : M×V → A, linear in the second variable. Then ω(x,y) = Ω(x;y− x) =
Ω(y;y− x) by the Taylor principle, and ω(y,z) = Ω(y;z− y). Consider the
linear map F : V → A given by Ω(y;−). Then

V ×V
F×F- A×A

∗ - A

is bilinear, thus behaves as if it were alternating on D̃(2,V ). But (y−x,z−y)∈
D̃(2,V ) since (x,y,z) is an infinitesimal 2-simplex. For the second assertion,
we have for any infinitesimal 2-simplex (x,y,z)

[ω,ω](x,y,z) = [ω(x,y),ω(y,z)]

= ω(x,y)∗ω(y,z)−ω(y,z)∗ω(x,y)

= 2ω(x,y)∗ω(y,z)

by the first assertion of the Proposition,

= 2(ω ∧ω)(x,y,z).

The de Rham complex Ω•(M)

We have now a purely combinatorial construction of a differential graded al-
gebra. It deserves the name of (combinatorial) de Rham complex; for, it is
essentially isomorphic to the classical de Rham complex, see Section 4.7 (ex-
cept for some combinatorial factors like k! or k +1).

We consider simplicial differential forms on M with values in R. The obvi-
ous linear structure on the set of simplicial k-forms (for each k) gives the set
of simplicial forms on M the structure of a graded vector space Ω•(M). Fur-
thermore, we have the coboundary operator d as described in (3.2.1), and also,
because R has a bilinear multiplication R×R→ R, we have the cup product,
defined by (3.5.1) (with ∗ = the multiplication R×R→ R). It deserves to be
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denoted ∧, and we adopt this notation:

(ω ∧θ)(x0, . . . ,xk,xk+1, . . . ,xk+l) := ω(x0, . . . ,xk) ·θ(xk,xk+1, . . . ,xk+l);
(3.5.3)

it differs from the wedge product of the corresponding “classical” differential
forms by a factor (k + l)!/k!l!, as will be (made meaningful and) proved in
Chapter 4, in particular Theorem 4.7.3.

Together, the formulas describing these two structures are identical to the
standard ones that describe, respectively, the coboundary and the cup product
of cochains on a simplicial complex (here, the simplicial complex in question
is M<•>). Therefore, the standard calculations from simplicial theory are valid,
and give the first part in

Theorem 3.5.5 1) The graded vector space Ω•(M) carries the structure of a
differential graded algebra; and the structure is contravariantly functorial in
M. 2) The algebra structure is graded-commutative.

For part 1), the meaning of these assertions, as well as their proofs, can be
found in standard texts on algebraic topology, see e.g. [26] Chapter 4. Asser-
tion 2) is Proposition 3.5.3.

The differential graded algebra Ω•(M) is essentially isomorphic to the stan-
dard de Rham complex of M, see Chapter 4. The fact that it appears as a
sub-DGA of the standard singular cochain complex was proved in [48], but in
a different way, using integration and Stokes’ Theorem.

3.6 Involutive distributions and differential forms

An immediate consequence of Lemma 3.5.2 is that for two R-valued 1-forms
ω and α on a manifold M, we have

(ω ∧α)(x,y,z) = ω(x,y) ·α(x,z). (3.6.1)

Note that it is the x which is repeated, rather than the y; this makes it more
convenient for “localization at x”, in a sense we shall explain now.

The notion of (simplicial) k-form may be localized, and we talk then about
(simplicial) k-cotangents at x: this means a law ω which to each infinitesimal
k-simplex (x,x1, . . . ,xk) with first vertex x asssociates a number ω(x1, . . . ,xk)∈
R, subject to the requirement that the value is 0 if two of the vertices x,x1, . . . ,xk

are equal. So given a k-form ω on M, we get a k-cotangent ωx for every
x ∈ M. Given a p- and q-cotangent the same point x0, we may form their
wedge product by the formula (3.5.3) but with the second occurrence of xk
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replaced by x0, and this will then be a k + l-cotangent at x0. We are interested
in the case k = l = 1.

In particular, if ω and α are 1-forms on M, and x ∈M, then formula (3.6.1)
tells us that

ωx∧αx = (ω ∧α)x.

Let ω1, . . . ,ωq be a q-tuple of 1-forms on a manifold M, (a “Pfaff system”).
They define a pre-distribution ≈ by

x≈ y iff ωi(x,y) = 0 for i = 1, . . . ,q.

We consider an arbitrary such system of differential 1-forms ω1, . . . ,ωq. Let
I be the ideal in the de Rham complex which is pointwise generated by the ωis
in the following sense: a p-form θ is in I if it for each x ∈M, it is the case that
θx can be written

θx =
q

∑
i=1

(ωi)x∧αi (3.6.2)

for suitable p− 1-cotangents αi at x. (We are not asserting or assuming that
these cotangents α can be pieced together to a differential p−1-form.)

Proposition 3.6.1 Assume dωi ∈ I for i = 1, . . . ,q. Then the pre-distribution≈
defined by the ωis is involutive.

Proof. Given an infinitesimal 2-simplex (x,y,z) in M with x≈ y and x≈ z. To
prove y ≈ z, we should prove that ωi(y,z) = 0 for every i. By assumption, we
may for the given x and for each i = 1, . . . ,q write

(dωi)x =
q

∑
j=1

(ω j)x∧αi j

for suitable 1-cotangents αi j at x. Then on the one hand

dωi(x,y,z) = ωi(x,y)−ωi(x,z)+ωi(y,z) = ωi(y,z),

the last equation since the first two terms in the middle are 0, by the assumption
x≈ y and x≈ z. On the other hand

dωi(x,y,z) = ∑
j
(ω j)x(y) ·αi j(z) = 0,

the last equation since each ω j(x,y) is 0 by x≈ y. By comparison, we conclude
that ωi(y,z) = 0. Since this holds for all i = 1, . . . ,q, we conclude y≈ z.

We can now state the main Theorem of this Section, which contains the
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converse of this Proposition. It shows that the simple combinatorial definition
of “involutive” agrees with the standard “algebraic” one, i.e. the one in terms
of the de Rham complex Ω•(M).

Theorem 3.6.2 Let ω1, . . . ,ωq be a system of differential 1-forms on M, and
assume that the predistribution≈which it defines is a distribution of dimension
dim(M)−q (the Pfaff system is of “maximal rank”). Then this distribution is
involutive if and only if each dωi belongs to the ideal I pointwise generated by
the ωis.

Proof. The one implication is contained in Proposition 3.6.1. Conversely,
assume that ≈ is involutive. Let x ∈ M be given. Let θi be the 2-cotangent
(dωi)x at x. Then for any infinitesimal 2-simplex (x,y,z) with x≈ y and x≈ z,
we have, for each i = 1, . . .k

ωi(y,z) = dωi(x,y,z) = θi(y,z),

the first equation sign because two of the three terms defining (dωi)(x,y) van-
ish by virtue of the two assumptions x ≈ y and x ≈ z. Since y ≈ z, by involu-
tivity, we also have ωi(y,z) = 0, so θi(y,z) = 0. Now take a coordinate chart
around x, using a vector space V , and identify by KL the cotangents (ωi)x with
linear maps Ωi : V → R

(ωi)x(y) = Ωi(y− x);

similarly Θ : V ×V → R,

θi(y,z) = Θi(y− x,z− x).

for a bilinear alternating map Θi : V ×V → R. The fact that θi(y,z) = 0 when-
ever x,y,z is an infinitesimal 2-simplex with y≈ x and z≈ x means that Θi van-
ishes on (U ×U)∩ D̃(2,V ) = D̃(2,U), where U denotes the meet of the null
spaces of the Ωi, and since Θi is bilinear alternating, it follows from Proposi-
tion 1.3.2 that Θi vanishes on U×U . The “Nullstellensatz” (Appendix, Propo-
sition 9.9.1) now implies that Θi = ∑ j Ω j ∧αi j for suitable linear αi j : V → R,
which in turn gives the desired pointwise expression for (dωi)x.

3.7 Non-abelian theory of 1-forms
Group valued forms

The notion of W -valued 1-form, and the notions of closed and exact 1-forms,
as given in Definition 2.2.3 only make use of the additive group of W , not
its vector space structure. However, for the crucial law (2.2.4), i.e. ω(x,y) =
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−ω(y,x), the fact that W was assumed to be a KL vector space was used. We
can generalize these notions in the sense that we may replace the commutative
group (W,+) by a not necessarily commutative group (G, ·); we let then the
multiplicative analogue of (2.2.4) be part of the definition (we return to cases
where it can be deduced below, see (6.1.3)):

ω(y,x) = ω(x,y)−1.

This idea of group valued 1-forms seems also to be due to Bkouche and Joyal.

Thus, for a manifold M and a group (G, ·) with unit e, we put

Definition 3.7.1 A function ω : M(1)→ G is called a (G-valued) 1-form on M
if ω(x,x) = e for all x ∈M and if ω(x,y) = ω(y,x)−1 for all x∼ y. A function
θ : M<2>→ G is called a (G-valued) 2-form if θ(x0,x1,x2) = e if any two of
the xis are equal.

The generalization to k-forms is evident for k ≥ 2; and for k = 0: a 0-form
is just a function M → G. – We consider G-valued forms in more detail in
Section 6.1.

Just as for vector space valued simplicial forms, group valued simplicial
forms “pull back” along any map between manifolds: if f : N →M is such a
map, and ω a G-valued k-form on M, we get a G-valued k-form f ∗ω on N; the
recipe is as before.

If ω is a G-valued 1-form, we get a G-valued 2-form d·ω by putting

d·ω(x,y,z) := ω(x,y) ·ω(y,z) ·ω(z,x), (3.7.1)

for (x,y,z)∈M<2>. The subscript “·” is to remind us that it is the multiplication
· of G that enters into the definition of this “coboundary-operator”.

The concepts of closed and exact 1-forms, and the notion of primitive of
a 1-form ramify in a left and a right version; formally, one gets one version
from the other by replacing the group G with its opposite group Gop. The
right version is visually the simplest, and we present it as our primary version.
The subscripts “r” and “l” indicate “right” or “left”, respectively. The above
definition of d·ω should have been decorated with an “r” as well. Thus, (3.7.1)
defines what should more completely be denoted d·,rω(x,y,z).

Until further notice, everything is in the “right”-version, and we omit the
subscript r and the prefix “right”.

A G-valued 1-form ω is called a (right) closed 1-form if d·ω is the “zero”
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2-form, i.e. has constant value e ∈ G. Equivalently, if for any infinitesimal
2-simplex (x,y,z) in M, we have

ω(x,y) ·ω(y,z) = ω(x,z). (r-closed)

If g : M→ G is a function, we get a G-valued 1-form d·g on M by putting

d·g(x,y) := g(x)−1 ·g(y). (3.7.2)

Clearly, d·g is closed; equivalently, for any function g : M→ G

d·(d·(g))≡ e, (3.7.3)

(the “zero” form). Thus, we have d· ◦d· =“0”.
A 1-form ω : M(1)→ G is called (right) exact if ω = drg for some g : M→

W ; and then g is called a (right) primitive of ω . So g : M→G is a primitive of
ω if

ω(x,y) = g(x)−1 ·g(y). (r-primitive)

Let us for completeness write down the “left” versions of these notions:
given a G-valued 1-form θ ; we define the G-valued 2-form d·,lθ by the formula

d·,lθ(x,y,z) := θ(z,x) ·θ(y,z) ·θ(x,y).

Then θ is called left closed if d·,lθ ≡ e, equivalently, if θ(y,z) ·θ(x,y) = θ(x,z).
If h : M→ G is a function, we get a G-valued 1-form d·,lh on M by putting

d·,lh(x,y) = h(y) ·h(x)−1.

Clearly, d·,lh is left closed. A 1-form θ : M(1)→G is called left exact if θ = dlh
for some h : M→ G, and then h is a left primitive of θ . So h is a left primitive
of θ if θ(x,y) = h(y) ·h(x)−1.

It is clear that if ω is right closed, then ω−1 is left closed, where ω−1 = θ

is the G-valued 1-form given by θ(x,y) := ω(y,x) (= ω(x,y)−1). Also, if g
is a right primitive of ω , then the function h given by h(x) := g(x)−1 is a left
primitive of θ = ω−1.

Note that we have not here attempted to define when a G-valued 2-form θ

should be called (right or left) closed. But see Section 6.2.

Example 3.7.2 If G is a group which is at the same time a manifold (so G is a
Lie group), there is a canonical G-valued 0-form ω on G, namely the identity
map id : G→ G. The 1-form ω := d·(id), i.e.

ω(x,y) = x−1 · y;
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it is closed, by “d· ◦ d· = 0”. This 1-form deserves the name (right) Maurer-
Cartan form on G. The (trivial) fact that it is closed will appear to be the
Maurer-Cartan equation, when translated into the language of Lie algebra val-
ued forms, see Corollary 6.7.2.

For (G, ·) = (R,+), the Maurer-Cartan form is dx,

dx(u,v) =−u+ v = v−u.

Many questions in differential geometry can be reduced to the question:
when are closed G-valued 1-forms on M exact ? This will depend both on M
and on G. For instance, it is the case (in suitable models for the axiomatic treat-
ment) that if G is a (finite dimensional) Lie group and M is simply connected,
then closed G-valued 1-forms on M are exact.

As an example of such a reduction, we shall prove the following. We con-
sider a manifold M modelled on a finite dimensional vector space V , and we
assume that closed GL(V )-valued 1-forms on M locally† are exact. (Here,
GL(V ) is the group of linear automorphisms V → V ; it may by KL be iden-
tified with the group of invertible 0-preserving maps D(V )→ D(V ), and we
shall make this identification.) If now κ : D(V )→M(x) is a frame at x ∈M,
and g ∈ GL(V ), we immediately get a new frame κ ◦ g : D(V )→M(x) at x.
The group structure in GL(V ) is ◦, composition (from right to left) of maps.
Recall from Section 2.4 that a framing k on a manifold gives rise to an affine
connection λ = λk. The transport law ∇(x,y) : M(y)→M(x) for λk is kx ◦k−1

y .

Proposition 3.7.3 A necessary and sufficient condition that an affine connec-
tion λ locally comes about from a framing k is that λ is flat.

Proof. We already know from Proposition 2.4.1 that an affine connection
which comes from a framing is flat. Assume conversely that λ is a flat connec-
tion. The flatness condition for λ is, in terms of the corresponding transport
law ∇, that for any infinitesimal 2-simplex x,y,z in M

∇(x,z) = ∇(x,y)◦∇(y,z) (3.7.4)

as maps M(z)→M(x). Now pick locally an auxiliary framing h on M, so
hx : D(V )→M(x) is a bijection taking 0 to x (for instance, take a coordinate
chart from an open subset of M to V , and import the canonical framing). We
can then locally construct a GL(V )-valued 1-form θ on M by putting

θ(x,y) := h−1
x ◦∇(x,y)◦hy : D(V )→ D(V ). (3.7.5)

Then an immediate calculation gives, using (3.7.4), that θ(x,y) ◦ θ(y,z) =

† Here, ‘locally’ refers to the presupposed notion of ‘open inclusion’.)
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θ(x,z), which is to say that θ is a right closed (GL(V ) valued) 1-form. Hence
by assumption, it has locally a right primitive g : M→GL(V ), θ(x,y)= g(x)−1◦
g(y). We define kx : D(V )→M(x) by kx := hx ◦g(x)−1. Then

kx ◦ k−1
y = hx ◦g(x)−1 ◦g(y)◦h−1

y

= hx ◦θ(x,y)◦h−1
y = ∇(x,y),

the last equality sign by rearranging (3.7.5).

This Proposition is a special case of a similar result about cross-sections in
principal bundles P→M, and connections in the associated groupoids PP−1⇒
M; see Section 5.6. The set of frames on M, as considered above, is in fact a
principal GL(V )-bundle.

Combining Theorem 2.4.2 with Propositions 3.7.3 and 2.4.6, we conclude†

Theorem 3.7.4 . Let M be a manifold modelled on a finite dimensional vector
space V . Assume that closed GL(V )-valued 1-forms and closed V -valued 1-
forms on M locally are exact. Then any torsion free and flat connection on M
is locally integrable.

(Conversely, a locally integrable connection is clearly torsion free and flat.)

Differential 1-forms with values in automorphism groups

Consider a constant bundle M×F →M, where M is a manifold. We consider
the group G = Diff(F) of diffeomorphisms F→ F ; for convenience, we let the
group G act on F from the right, and denote the action by `.

Proposition 3.7.5 There are bijective correspondences between the following
three kinds of data:

1) 1-forms on M with values in G;
2) bundle connections in the bundle M×F →M;
3) distributions in M×F, transverse to the fibres.
The 1-form is closed if and only if the connection is flat. In this case, the

distribution is involutive.
(Conversely, if the distribution is involutive, the connection is flat, under an

extra mild hypothesis.)

† cf. [97].
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Proof. The equivalence og 2) and 3) was proved in Section 2.6, even for non-
constant bundles. We shall prove, for constant bundles M×F→M, the equiv-
alence of 1) and 2); this is by pure logic: given a Diff(F) valued 1-form ω on
M, we get a bundle connection ∇ by putting (for x∼ y in M and a ∈ F),

∇(y,x)(x,a) := (y,a ` ω(x,y)).

Conversely, given a bundle connection ∇, then this formula describes ω com-
pletely in terms of ∇. – Furthermore, for an infinitesimal 2-simplex x,y,z, the
equation

∇(z,y)(∇(y,x)(x,a)) = ∇(z,x)(a)

translates by the bijection immediately into

a ` ω(x,y) ` ω(y,z) = a ` ω(x,z),

so the first equation holds for all such x,y,z,a iff the second one does so, prov-
ing the equivalence of “∇ flat” and “ω closed”. The relationship between flat-
ness of ∇ and involutiveness of the distribution was dealt with in Proposition
2.6.15; the “mild hypothesis” is recorded in (2.5.4).

There is no reason to expect that closed Diff(F)-valued forms are locally
exact; the distribution transverse to the (vertical) fibres in R×R→ R, given by
the differential equation y′= y2, should furnish a counterexample, but I haven’t
been able to prove this without further assumptions on R.

3.8 Differential forms with values in a vector bundle
Let E→M be a vector bundle; the fibres are assumed to be KL vector spaces.
We have a notion of simplicial differential k-form on M with values in E→M;
this means a law ω which to each infinitesimal k-simplex (x0,x1, . . . ,xk) in M
associates an element ω(x0,x1, . . . ,xk) ∈ Ex0 , subject to the requirement has
the value is 0 if xi = x0 for some i = 1, . . . ,k. If E → M is a product bundle
M×W →M with W a KL vector space, ω is of the form

ω(x0,x1, . . . ,xk) = (x0,ω(x0, . . . ,xk))

for some ω : M(k) →W , where ω(x0,x1, . . . ,xk) = 0 if xi = x0 for some i =
1, . . . ,k. From Proposition 3.1.6 follows that this ω is then a simplicial W -
valued k-form on M, so that the notion of bundle valued simplicial k-form
generalizes the notion of (vector space valued) simplicial k-form.

We denote the space of differential k-forms on M with values in E →M by
the symbol Ωk(E→M).
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An example of a bundle valued 1-form is the solder form: for any manifold
M, it is a 1-form with values in the tangent bundle T (M)→M, to be considered
in Section 4.8.1.

Covariant derivative

Consider a k-form on M with values in a vector bundle E→M, as above. One
cannot immediately use the simplicial formula (3.2.1) for the exterior deriva-
tive dω; for, the first term in the standard sum (3.2.1) lives in Ex1 , whereas the
remaining terms live in Ex0 . However, if there is given a linear bundle connec-
tion in E, ∇(y,x) : Ex→ Ey for x ∼ y in M, we can apply ∇(x0,x1) to the first
term, and so we can consider the following sum in Ex0 ,

(d∇
ω)(x0,x1, . . . ,xk+1)

:= ∇(x0,x1)(ω(x1, . . . ,xk+1))+
k+1

∑
i=1

(−1)i
ω(x0,x1, . . . x̂i, . . . ,xk+1);

(3.8.1)

this specializes to (3.2.1) for the case of a constant bundle M×W , and with
all ∇(y,x) given by the identity map of W ; this is the trivial connection in the
constant bundle M×W .

We shall prove that d∇ω is a bundle valued k +1-form; so we should prove
that we get value 0 on any k + 1-simplex (x0,x1, . . . ,xk+1) where xi = x0 for
some i = 1, . . . ,k + 1. We need the assumption that E → M is locally of the
form M×W . And without loss of generality, we may assume that M is an open
subset of a finite dimensional vector space V and that ∇(y,x) (for x∼ y) takes
(x,w) to (y,w + L(y− x,w)) with L : V ×W →W bilinear. Then ω is given
by some W -valued k-form ω on M, as above. Consider e.g. the case where
xk+1 = x0. Then all terms in the sum (3.8.1), except possibly the first and the
last, vanish; the two remaining terms are

∇(x0,x1)(ω(x1, . . . ,xk,xk+1))±ω(x0,x1, . . . ,xk).

Using that ω is alternating, and keeping track of signs, it then suffices to prove
that

∇(x0,x1)(ω(x1,xk+1, . . . ,xk)) =−ω(x0,x1, . . . ,xk).

Translated in terms of L and ω , this reads

ω(x1,xk+1, . . . ,xk)+L(x1− x0,ω(x1,xk+1, . . . ,xk))

=−ω(x0,x1, . . . ,xk).
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But the L-term vanishes because it depends in a bilinear way on x1 − x0 =
x1−xk+1, and the result now follows because ω is alternating (interchange the
first two entries, and use x0 = xk+1).

We therefore have a (clearly linear) map d∇ : Ωk(E → M)→ Ωk+1(E →
M), called covariant derivative w.r.to ∇. We will not in general have d∇ ◦
d∇ = 0; the curvature of ∇ enters, see Proposition 6.3.2 for a discussion in
combinatorial terms.

There is a wedge product construction for bundle valued forms, which we
shall encounter in Section 6.3.

There is a similar theory of bundle valued whisker- and cubical forms which
will not be developed here.

3.9 Crossed modules and non-abelian 2-forms

Recall that a crossed module G consists of two groups H,G, together with a
group homomorphism ∂ : H → G, and an action (right action `, say) of G on
H by group homomorphisms, s.t.

1) ∂ : H→G is G-equivariant (takes the G-action ` on H to the conjugation
G-action on G),

∂ (h ` g) = g−1.∂ (h).g

for all h ∈ H and g ∈ G;
2) the Peiffer identity

h−1.k.h = k ` ∂ (h)

holds for all h and k in H.
A homomorphism of crossed modules is a pair of group homomorphisms,

compatible with the ∂ s and the actions.

The notion of crossed module may seem somewhat ad hoc, but the cate-
gory of crossed modules is equivalent to some other categories, whose descrip-
tion are conceptually simpler: the category of group objects in the category of
groupoids; the category of groupoid objects in the category of groups; the cat-
egory of 2-groupoids with only one object (a 2-groupoid is a 2-category where
all arrows and also all 2-cells are invertible); or the category of “edge sym-
metric double groupoids with connections” [8], [9]. The latter description is
particular well suited for being lifted to higher dimensions, and for the theory
of cubical differential forms, and higher connections, cf. [55] and [56]; how-
ever, for the purpose of describing a theory of non-abelian 2-forms, the crossed
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module description is sufficient, and the one most readily adapted for concrete
calculations. So we shall adopt this version (following in this respect [2] and
[103]); we shall consider differential forms in their simplicial manifestation.

Any group G gives canonically rise to two crossed modules, INN(G) and
AUT (G); for INN(G), H = G and ∂ is the identity map, ` is conjugation. And
AUT (G) = (G→ Aut(G)) where Aut(G) is the group of automorphisms of G
and ∂ (g) is “conjugation by g”.

Let G = (∂ : H → G,`) be a crossed module, and let M be a manifold. A
1-form on M with values in G is defined to be a 1-form on M with values in the
group H, as in Section 3.7. If θ is such a form, θ : M(1)→ H, one gets also a
G-valued 1-form ω , namely ω = ∂ ◦θ . So one may, redundantly, rephrase the
definition: a G -valued 1-form is a pair of 1-forms (θ ,ω), with values in the
groups H and G, respectively, and with ∂θ = ω .

A 1-form with values in a group G may be identified with a 1-form with
values in the crossed module INN(G).

A 2-form on M with values in G is a pair (R,ω), where for any infinitesi-
mal 2-simplex (x,y,z) in M, R(x,y,z) ∈ H, and for any infinitesimal 1-simplex
(x,y), ω(x,y)∈G, both subject to the normalization requirement that the value
is the neutral element of H (resp. of G) if the simplex is degenerate, and such
that

∂ (R(x,y,z)) = ω(x,y).ω(y,z).ω(z,x). (3.9.1)

Recall that under mild assumptions, ω(z,x) = ω(x,z)−1. We shall assume this,
and similarly for θ .

If θ = (θ ,ω) is a G -valued 1-form (so ω = ∂ ◦ θ ), one gets a G -valued
2-form dθ = (R,ω) (same ω!) by defining R by the recipe

R(x,y,z) := θ(x,y).θ(y,z).θ(z,x). (3.9.2)

A closed G -valued 2-form (R,ω) is one which satisfies the “Bianchi Iden-
tity”. (See Section 5.2 why we call it like this): for any infinitesimal 3-simplex
(x,y,z,u), we have

(R(y,z,u) ` ω(y,x)).R(xyu).R(xuz).R(xzy) = 1 (3.9.3)

(1 denoting the unit element of the group H).

Proposition 3.9.1 The coboundary of a G -valued 1-form is a closed G -valued
2-form.

Proof. Let (θ ,ω) be the given G -valued 1-form, so θ is a H-valued 1-form,
and ω = ∂ ◦θ . Constructing R by the recipe (3.9.2), we are required to prove
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that for any infinitesimal 3-simplex (x,y,z,u), the following expression takes
value 1: [(

θ(y,z).θ(z,u).θ(u,y)
)
` ω(y,x)

]
.
[(

θ(x,y).θ(y,u).θ(u,x)
)
.
(
θ(x,u).θ(u,z).θ(z,x)

)
.
(
θ(x,z).θ(z,y).θ(y,x)

)]
.

Since ω(y,x) = ∂ (θ(y,x)), we may rewrite the first square bracket, using the
Peiffer identity, and then we get[

θ(x,y).θ(y,z).θ(z,u).θ(u,y).θ(y,x)
]
.
[
. . .
]
,

where the last square bracket is unchanged (contains the same nine factors).
Altogether, we have an expression which is a product of fourteen factors in the
group H, involving six elements and their inverses, θ(x,y), . . . ,θ(z,u), . . ., and
this product yields 1 by Ph. Hall’s 14 letter identity,

(a−1.b.c.d.a).(a−1.d−1.e).(e−1.c−1. f ).( f−1.b−1.a) = 1 (3.9.4)

which holds for any six elements a,b,c,d,e, f in any group (and the proof of
this identity is trivial). This proves the Proposition.



4
The tangent bundle

The tangent bundle T (M)→M of a manifold M is traditionally the main ve-
hicle for encoding the geometry of infinitesimals; a substantial part of existing
literature on SDG deals with aspects of this, see e.g. [36] and the references
therein, notably the references for the Second Edition. The main tool for com-
paring the tangent bundle approach to the approach based on the (first order)
neighbour relation is what we call the log-exp bijection, which we introduce in
Section 4.3 below.

4.1 Tangent vectors and vector fields

It is a classical conception in algebraic geometry (schemes) that the notion of
tangent vectors may be represented by a scheme D, namely D = the spectrum
of the ring k[ε] = k[Z]/(Z2) of dual numbers, cf. e.g. [89] p. 338, who calls this
D (in his notation I) “a sort of disembodied tangent vector”, so that “the set of
all morphisms from D to M”† is a “sort of set-theoretic tangent bundle to M”.

In a seminal lecture in 1967, Lawvere proposed to axiomatize the object
D, together with the category E of spaces in which it lives, and to exploit
the assumed cartesian closedness of E (existence of function space objects) to
comprehend the tangent vectors of a space M into a space MD, which thus is
not just a set, but a space (an object of E ). This was the seed that was to grow
into SDG.

In the present text, D is, as in Section 1.2, taken to be the subspace of the
ring R consisting of elements of square 0.‡

† I changed here Mumford’s “I” into “D”, and also his “X into “M”.
‡ According to Lawvere, one should attempt to construct R out of D, rather than vice versa.
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Definition 4.1.1 A tangent vector at x ∈M is a map τ : D→M with τ(0) = x.
The tangent bundle T (M) is the space MD.

The space T (M) of tangent vectors of M is thus the space MD of maps from D
to M; this space is a bundle π : T (M)→M over M; π associates to a tangent
vector τ : D→M its “base point” τ(0). This bundle is functorial in M; more
precisely, to a map f : M′→M, one gets a map T ( f ) : T (M′)→ T (M) making
the square

T (M′)
T ( f )- T (M)

M′

π

?

f
- M

π

?

commutative. The map T ( f ) takes τ : D→M′ to f ◦τ : D→M. It is sometimes
denoted d f . The functorality is just the standard (covariant) functorality of
function space objects XY in the variable X . (Here, with Y = D.) If f is an
open inclusion, or more generally, étale, the square is a pull-back.

For x ∈ M, Tx(M) denotes the fibre of T (M)→ M over x; it is the space
of those τ : D→ M with τ(0) = x. Given f : M→ N. Then the map T ( f ) :
T (M)→ T (N) restricts to a map Tx(M)→ Tf (x)(N), denoted Tx( f ):

Tx( f )τ = f ◦ τ : D→ N. (4.1.1)

Since for any d ∈ D and t ∈ R, we have t · d ∈ D, we get an action of the
multiplicative monoid of R on Tx(M): if τ ∈ Tx(M), t · τ ∈ Tx(M) is defined by

(t · τ)(d) := τ(t ·d).

It is clear that if f : M→ N, then T ( f ) : T (M)→ T (N) preserves this action;
this follows by the associative law for composition of functions; consider

D
·t - D

τ- M(x)
f - N.

Let now M be a manifold, so that M(x)⊆M makes sense for x ∈M. Then
we don’t need to have f defined on the whole of M in order to define Tx( f ) :
Tx(M)→ Tf (x)(N): it suffices that f is defined on M(x), in other words, it
suffices that f is a 1-jet at x; for, if τ is a tangent at x ∈M, then τ(d) ∈M(x)
for all d ∈ D, so f (τ(d)) is defined, and (4.1.1) makes sense. We have in
(2.1.8) described an action of the multiplicative monoid of R on M(x); so for
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t ∈ R, we have a map t ·x− : M(x)→M(x)⊆M. It follows from Proposition
2.7.5 that

T (t·x)(τ) = t · τ.

4.2 Addition of tangent vectors

As we saw in the previous section, the fibres of T (M)→ M have a natural
algebraic structure: action by the multiplicative monoid of R. But for many
spaces M (the “micro-linear” ones), the bundle T (M)→M has a richer natural
algebraic structure: the fibres are vector spaces. We shall discuss the geometry
(or better, the kinematics) of this addition structure on Tx(M), provided M is a
manifold.

This structure is best motivated in kinematic terms:
Consider two rectilinear motions τ1(t) and τ2(t) in a vector space V , with

same initial value, i.e. with τ1(0) = τ2(0); assume for simplicity that this initial
value is 0 ∈ V . The variable t is to be thought of as “time”; then by standard
kinematics, the two motions can be superimposed into a third rectilinear mo-
tion τ , with

τ(t) := τ1(t)+ τ2(t),

likewise with initial value 0.
This conception generalizes in two ways; first way: it is enough that the

two motions take place in an affine space E (say physical space), provided
the motions have same initial value, x ∈ E, in which case the formula for the
superimposed motion τ is given by

τ(t) := τ1(t)− x+ τ2(t); (4.2.1)

note that this is an affine combination, and it expresses the well known parallel-
ogram picture for superimposed motions (say a fish travelling according to τ1

in a current floating according to τ2). For the second generalization, one does
not need to have the τis defined for all t ∈ R; it suffices that they are defined
on some U ⊆ R containing 0. Then τ1 + τ2 will be defined on the same U . In
particular, U may be taken to be D, in which case rectilinearity is automatic:
any τ : D→E extends uniquely to a rectlilinear (=affine) map R→E, provided
E satisfies the KL axiom (the KL axiom for an affine space means just this: the
KL axiom for the associated vector space of translations; see Exercise 4.2.3
for a reformulation).

Since we here think of R as parametrizing time, and D is contained in R, a
map D→ M may be thought of as an (instantaneous) motion taking place in
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M, and sometimes we stress this aspect by talking about such maps D→ M
(i.e. tangent vectors) as kinematic entities.

Tangent vectors of an affine space E may be added, by the simple parallelo-
gram law (4.2.1). More generally, one may form arbitrary linear combinations
of tangent vectors τi at the same point x of an affine space:

(∑
i

ti · τi)(d) := s · x+∑
i

ti · τi(d), (4.2.2)

where s ∈ R is chosen so as to make the right hand side into an affine combi-
nation, i.e. by choosing s = 1−∑i ti.

Now let M be a manifold. If τi : D→M (i = 1,2) have same base point x,
i.e. τ1(0) = τ1(0) = x, then the affine combination in (4.2.1) makes sense, since
x,τ1(d) and τ2(d) form an infinitesimal 2-simplex, by (2.1.2). More generally,
(4.2.2) makes sense.

Thus, for a manifold, we have the simple way of adding tangent vectors
with common base point, more generally, of forming linear combinations of
tangent vectors τ1, . . . ,τk with common base point, namely use the possibility
of forming affine combinations of mutual neighbor points.

Let us, for future reference, record the formula for addition of tangent vec-
tors: if τ1 and τ2 are tangent vectors with common base point x, then

(τ1 + τ2)(d) = τ1(d)+ τ2(d)− x. (4.2.3)

Similarly,

(τ1− τ2)(d) = τ1(d)− τ2(d)+ x (4.2.4)

There is another recipe, classical in SDG, for adding tangent vectors, which
is more general, since it applies not just to manifolds, but to any microlinear
space M, (see Section 9.4 in the Appendix); we recall this recipe (from e.g. [36]
I.7), in order to compare it with the one just given for manifolds (manifolds are
always microlinear). Namely, given τi : D→M (i = 1,2) with τ1(0) = τ2(0)
(= x∈M, say), then microlinearity of M implies that there exists a unique map
τ+ : D(2)→ D with τ+(d,0) = τ1(d) and τ+(0,d) = τ2(d) for all d ∈ D; and
then

τ1 + τ2 := τ+ ◦∆,

where ∆(d) := (d,d); equivalently (τ1 + τ2)(d) = τ+(d,d), for all d ∈ D. In
the case where M is a manifold, we can exhibit τ+ explicitly, using affine
combinations in M:

τ+(d1,d2) = τ1(d1)− x+ τ2(d2). (4.2.5)
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The right hand side is an affine combination of mutual neighbour points by
Exercise 4.2.2 below. Putting d1 = d2, one recovers the definition (4.2.3).

For M a microlinear space, in particular for a manifold, the bundle T (M)→
M is a vector bundle (the “tangent bundle”): the fibres Tx(M) canonically
have structure of “vector spaces” (meaning R-modules): the multiplication-
by-scalars, and the addition, were described above. If M is an n-dimensional
manifold, these vector spaces are isomorphic to Rn (although not canonically).
This opens up for the possibility of using notions from linear algebra, and this
is one of the merits of the tangent-bundle (= kinematic) approach to infinitesi-
mal geometry.

Exercise 4.2.1 Let τ : D→ M be a tangent vector, and let t ∈ R. Then τ(t ·
d) equals the affine combination (1− t) · τ(0)+ t · τ(d). (Hint: it suffices to
consider the case where M is an open subset of a vector space, so that one can
work with principal parts of tangent vectors.)

Exercise 4.2.2 (Generalizing (2.1.2).) Let τ1 and τ2 be tangent vectors at M
with common base point, τ1(0) = τ2(0) (= x, say). If (d1,d2) ∈ D(2), then
τ1(d1)∼ τ2(d2). (Also, τi(di)∼ x.) Hint: same as in Exercise 4.2.1.)

Exercise 4.2.3 Prove that for an affine space A, with translation vector space
V , the following conditions are equivalent: 1) V is KL; 2) Any D→ A extends
uniquely to an affine map R→ A.

4.3 The log-exp bijection

Consider a manifold M. Since Tx(M) is a finite dimensional vector space, we
may consider its first-order infinitesimal part D(Tx(M)), the set of τ ∈ Tx(M)
with τ ∼ 0. The log-exp bijection which we shall describe, provides for each
x ∈M a pair of maps

D(Tx(M))
expx-�
logx

M(x)

which we shall prove are mutually inverse, in such a way that the zero vector
in Tx(M) corresponds to x ∈M.

The map logx is described in terms of affine combinations. If y ∈M(x), the
affine combination (1− t)x+ ty makes sense for any t ∈ R, in particular for any
d ∈ D, and we put

logx(y)(d) := (1−d) · x+d · y. (4.3.1)
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(Note that logx(y) and logy(x) cannot immediately be compared, since they
live in different fibres of T (M)→M.) For d = 0, we get x as value, so (4.3.1),
as a function of d ∈D does provide a tangent vector D→M at x. Also if y = x,
we get the constant function D→M with value x, and this function is the zero
vector of Tx(M). So logx(x) = 0 ∈ Tx(M).

In other words, logx is a 1-jet from x ∈ M to 0 ∈ Tx(M). It is thus a map
M(x)→M(0) = D(Tx(M)); and it follows from Proposition 2.7.5 that it pre-
serves the action by (R, ·): if y∼ x and t ∈ R,

logx(t ·x y) = t · logx(y); (4.3.2)

here, t ·x y denotes the action of (R, ·) on M(x), i.e. t ·x y is the affine combina-
tion (1− t) · x+ t · y of the neighbour points x and y, cf. (2.1.8).

The definition of logx can also be phrased:

(logx(y))(d) = d ·x y

for y∼ x and d ∈ D. In particular, for instance,

logx(2y− x) = 2 · logx(y). (4.3.3)

We note the following naturality property of log: if f : M → N is a map
between manifolds, then

log f (x)( f (y)) = f ◦ logx(y) (= T ( f )(logx(y));

this follows because any map between manifolds preserves affine combina-
tions of mutual neighbours (Theorem 2.1.4); in particular, it preserves the ones
which define log.

We may construe the log-exp bijection in more global terms, as a map of
bundles over the given manifold M. The subsets D(Tx(M)) ⊆ Tx(M) together
define a sub-bundle of the tangent bundle T (M)→ M, and we shall denote
this sub-bundle D(T (M))→M. We also have the bundle M(1)→M (the first
neighbourhood of the diagonal), (x,y) 7→ x for x∼ y). The family of mutually
inverse maps expx and logx now comes about from an isomorphism of these
bundles over M,

D(T (M))
exp-�
log

M(1).

The maps exhibited here are in fact natural in M; this follows from the natural-
ity property of log.

The map exp in this sense was described already in [15]; the corresponding
log was described in [50].
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Since M and N are manifolds, any 1-jet from a point x in M to N extends
to a map U → N, for some open subset U ⊆M containing x. So the naturality
applies also to 1-jets: for a 1-jet f : M(x)→ N, we have commutativity of

M(x)
f- M( f (x))

Tx(M)

logx

?

Tx( f )
- Tf (x)(N).

log f (x)

?

(4.3.4)

Let V be a finite dimensional vector space.

Proposition 4.3.1 If M is an open subset of V , the principal part of the tangent
vector logx(y) ∈ Tx(M) is y− x.

Proof. We have logx(y)(d) = (1− d) · x + d · y; since we now are in a vector
space, this affine combination can be rewritten as the linear combination x +
d · (y− x). As a function of d ∈ D, this is a tangent vector at x with principal
part y− x.

To construct an inverse expx : D(Tx(M))→M(x) for logx : M(x)→D(Tx(M)),
we first assume that M is an open subset of a finite dimensional vector space V .
This implies, by KL for V , that any τ : D→M, tangent vector at x∈M, is of the
form τ(d) = x+d ·v for a unique v = γ(τ) ∈V , the “principal part” of τ . This
establishes a linear bijection Tx(M) ∼= V , and under this bijection, D(Tx(M))
corresponds to D(V ). So assume now that τ ∈D(Tx(M)), so γ(τ) ∈D(V ). For
such τ , we put

expx(τ) = x+ γ(τ);

since γ(τ)∼ 0, x+γ(τ)∼ x, so expx(τ) ∈M(x), so expx : D(Tx(M))→M(x),
and it clearly takes 0 ∈ Tx(M) into x. (Note that M(x), as formed in V , equals
M(x) as formed in M, since we assumed that M ⊆V was open.)

We then note that expx(logx(y)) = x+(y−x) = y since the principal part of
logx(y) is y− x, by Proposition 4.3.1. Also

logx(expx(τ))(d) = (1−d) · x+d · expx(τ)

= (1−d) · x+d · (x+ γ(τ)) = x+d · γ(τ) = τ(d).

This proves that for M open in V , the processes logx and expx are mutual
inverse D(Tx(M)) ∼= M(x). The result for general manifold M now follows
from the naturality (4.3.4) of log already established. Thus we have proved



142 The tangent bundle

Theorem 4.3.2 For M a manifold and x ∈ M, logx : M(x)→ D(Tx(M)) and
expx : D(Tx(M))→M(x) are mutually inverse maps.

Recall that for t ∈ R and τ ∈ Tx(M), t ·τ ∈ Tx(M) is the tangent vector given
by (t ·τ)(d) := τ(t ·d). If t = d ∈D, d ·τ ∈D(Tx(M)), so expx may be applied
to it. It is easy to establish that for the case where t = d ∈ D,

expx(d · τ) = τ(d) (4.3.5)

It suffices to do this in a coordinatized situation, with M an open subset of a
vector space V . If τ ∈ Tx(M) has principal part v ∈ V , then d · τ has principal
part d · v, and so

expx(d · τ) = x+d · v = τ(d).

Applying logx to both sides of (4.3.5) yields another useful relation:

d · τ = logx(τ(d)) (4.3.6)

for d ∈ D, τ ∈ Tx(M).

Exercise 4.3.3 Prove that logx is compatible with the multiplicative action by
R, and also that logx(y−x+z) = logx(y)+ logx(z) if x,y,z form an infinitesimal
2-simplex.

The log-exp bijection established by the Theorem has an important conse-
quence:

Theorem 4.3.4 For M and N manifolds, and for x ∈ M, y ∈ N, there is a
canonical bijective correspondence between 1-jets M(x)→M(y) from x to y,
and linear maps Tx(M)→ Ty(N).

Proof/Construction. Given a 1-jet f : M(x)→M(y) (y = f (x), x ∈ M,y ∈
N). Then the map Tx( f ) : Tx(M)→ Ty(N) is homogeneous, hence it is lin-
ear, by Theorem 1.4.1. Conversely, given a linear l : Tx(M)→ Ty(N), it re-
stricts to a zero preserving D(Tx(M))→ D(Ty(N)), by the functorality of the
D-construction. By the bijections of Theorem 4.3.2, there is a unique 1-jet
f : M(x)→M(y) such that logy ◦ f = l ◦ logx. Now both maps l and Tx( f ) are
linear. To see that l = Tx( f ), it therefore suffices, by KL, to see that these two
maps agree on D(Tx(M)). But by construction of l, l satisfies logy ◦ f = l ◦ logx,
and by naturality (4.3.4) of log, Tx( f ) satisfies the same equation. From the
fact that logx and logy are bijections, it now follows that l and Tx( f ) agree on
D(Tx(M)). This proves the Theorem.
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Corollary 4.3.5 Let x ∈M, with M a manifold, Then there is a canonical bi-
jective correspondence between cotangents (Definition 2.7.3) M(x)→ R, and
linear maps TxM→ R, “classical cotangents”

Corollary 4.3.6 Given a manifold M and a finite dimensional vector space V .
Then there is a canonical bijective correspondence between V -framings of M,
in the sense of Section 2.2,

M×D(V )→M(1),

and “classical” framings

M×V → T (M).

Here, we use T0(V )∼= V , by KL for V .

Affine connections as connections in the tangent bundle
We consider an affine connection λ on a manifold M. It may be construed as
a bundle connection ∇ in the bundle M(1)→M, see (2.5.5); so to x ∼ y in M,
λ gives rise to a transport law ∇(y,x) : M(x)→M(y), i.e. a 1-jet from x to
y. By the above Theorem 4.3.4, the information contained in such a 1-jet is
the same as a linear ∇(y,x) : Tx(M)→ Ty(M), and ∇(y,x) is invertible since
∇(y,x) is so. Thus we see that an affine connection λ on M may be encoded
as a bundle connection ∇ in the tangent bundle T (M)→M, with the property
that each of its transport maps ∇(y,x) is a linear isomorphism. In other words,
affine connections on M may be identified with linear bundle connections in
the tangent bundle T (M)→ M. For completeness, let us describe explicitly
how ∇ and ∇ are related: for x ∼ y and τ ∈ Tx(M), ∇(y,x)(τ) ∈ Ty(M) is the
tangent vector whose value at d ∈ D is given by(

∇(y,x)(τ)
)
(d) := ∇(y,x)(τ(d)) = λ (x,y,τ(d));

and for x∼ y, x∼ z, ∇(y,x)(z) (= λ (x,y,z)) is defined by the formula

∇(y,x)(z) = expy
(
∇(y,x)(logx z)

)
.

Let us summarize:

Proposition 4.3.7 There is a bijective correspondence between affine connec-
tions on M, and linear bundle connections in T (M)→M

Note that the lack of symmetry between y and z in the (combinatorial) notion
of affine connection λ (x,y,z) is, in terms of the corresponding linear bundle
connection, pinpointed as follows: what we have called the active aspect y is
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still combinatorial (x∼ y), whereas the passive aspect, i.e. the neighbours z of
x that are being transported, are replaced by tangent vectors at x.

In the first synthetic formulations of the notion of affine connections (as in
[59], reproduced in [36] I.7, and [70] 5.1), both the active and passive aspects
are replaced by tangent vectors.

Generally, bundle connections can be formulated so as to conceive the active
aspect in kinematic terms (tangent vectors), cf. [92] for a synthetic treatment;
this notion of bundle connections is more general than the combinatorial one,
since the base space of the bundle need not be assumed to be a manifold; only
microlinearity is assumed.

It is worthwhile to record the expression of ∇(y,x) : TxM→ TyM in a coor-
dinatized situation M ⊆V , where λ may be expressed by Christoffel symbols
Γ(x;u,v) as in (2.3.12). Let τ ∈ TxM be a tangent vector with principal part
a ∈V , τ(d) = x+d ·a. Then for y∼ x,

∇(y,x)(τ)(d) = λ (x,y,τ(d)) = λ (x,y,x+d ·a)

= y− x+(x+d ·a)+Γ(x;y− x,d ·a)

= y+d · (a+Γ(x;y− x,a))

which has principal part a+Γ(x;y− x,a). So identifying tangent vectors with
their principal parts (when their base point is understood from the context)

∇(y,x)(a) = a+Γ(x;y− x,a). (4.3.7)

The notion of symmetric affine connection can be reformulated in terms of
“second order exponential map” (which in turn is a geometric variant of the
notion of spray, which is a kinematic notion);

Definition 4.3.8 A second order exponential map on a manifold M is a map
exp(2) : D2(T (M))→M(2) extending the exponential map D(T (M))→M(1).

We postpone the discussion of this until the chapter on metric notions (Chap-
ter 8), which is where we have applications for second order exponential maps.

4.4 Tangent vectors as differential operators
Let M be a manifold, and τ : D→M a tangent vector at x ∈M. Then for all
d ∈ D, τ(d)∼ x, in other words, τ factors through M(x)⊆M. Let W be a KL
vector space (the most important case being W = R), and consider a W -valued
1-jet at x, i.e. a map f : M(x)→W . Consider the composite

D
τ- M(x)

f - W .
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As a map D→W , it has a principal part, which we denote Dτ f . Thus, the
equation characterizing Dτ f is

f (τ(d)) = f (x)+d ·Dτ f .

It is the derivative of f in the direction of τ , or along τ .
As a function of f and τ , D( f ,τ) := Dτ f defines a map

D : T M×M J1(M,W )→W.

Proposition 4.4.1 Dτ f depends in a bilinear way on (τ, f ).

Proof. It is easy to see that the dependence on f is linear, for fixed τ . Now
consider a fixed f : M(x)→W ; then τ 7→Dτ f , as a function of τ , defines a map
Tx(M)→W . To prove that this map is linear, we use Theorem 1.4.1: it suffices
(since Tx(M) is a finite dimensional vector space) to prove the homogeneity
condition Dt·τ f = t ·Dτ f for all t ∈ R. To see this for a given t, it suffices to
see that for all d ∈ D,

d ·Dt·τ f = d · t ·Dτ f .

The left hand side here is by definition f ((t · τ)(d))− f (x). Recall from Exer-
cise 4.2.1 that (t · τ)(d) (for τ a tangent vector at x) may be expressed in terms
of the affine combination t · (τ(d))+(1− t) · x. Thus

d ·Dt·τ f = f
(
(t · τ)(d)

)
− f (x) = f

(
t · τ(d)+(1− t) · x

)
− f (x)

= t · f (τ(d))+(1− t) · f (x)− f (x),

(using that f preserves affine combinations of mutual neighbour points, cf.
Theorem 2.1.4)

= t · f (τ(d))− t · f (x) = t ·
(

f (τ(d))− f (x)
)

= t ·d ·Dτ f ,

which is the right hand side of the desired equation. This proves the Proposi-
tion.

Exercise 4.4.2 Prove the Leibniz rule for Dτ :

Dτ( f ·g) = Dτ f ·g+ f ·Dτ g,

where f and g are R-valued 1-jets at x ∈M; g may even be replaced by a W -
valued jet, with W a KL vector space. Even more generally, there is such a law
Dτ( f ∗g) = Dτ( f )∗g+ f ∗Dτ g for a bilinear ∗ : W1×W2→W3, with the Wis
KL vector spaces.
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The construction Dτ f immediately globalizes into the notion of derivative
of a function along a vector field. A vector field on M is a law X which to each
x ∈ M associates a tangent vector X(x) ∈ Tx(M); equivalently, X is a cross
section of T (M)→ M. Let X be a vector field on M, and let f be a function
M→W . Then we get a new function DX f : M→W (sometimes denoted X( f ))
namely

(DX f )(x) := DX(x) jx f ,

the derivative of (the 1-jet at x of) f along the field vector X(x) of X at x. Thus
DX f is characterized by validity, for all d ∈ D, of

f (X(x)(d)) = f (x)+d · (DX f )(x). (4.4.1)

This is standard in SDG, cf. [36] I.10, [70] 3.3.1.

Exercise 4.4.3 Prove the Leibniz rule for DX

DX ( f ·g) = DX f ·g+ f ·DX g.

here f and g are functions M→ R; g may even be replaced by a function g :
M→W (with W a KL vector space). Similarly for the more general situation
described in Exercise 4.4.2.

4.5 Cotangents, and the cotangent bundle
In this Section, we consider the cotangent bundle T ∗M→M of a manifold M;
its fibre over x∈M are the cotangents or cotangent vectors at x∈M; the notion
of cotangent may be defined in a combinatorial or in a classical way, but the
bundles (vector bundles, in fact) obtained by these definitions are canonically
isomorphic, and we shall use same notation for them. The notions may be seen
as the point-localized versions of the notions of combinatorial, respectively,
classical 1-form.

The notion of combinatorial cotangent was introduced already in Definition
2.7.3: a cotangent at x ∈M is a 1-jet from x ∈M to 0 ∈ R. The cotangents at x
clearly form an R-module, by pointwise addition and multiplication by scalars.
It is actually finite dimensional. This may be seen in many ways, for instance
by virtue of the comparison with the classical cotangents which we shall define
now.

For an n-dimensional manifold M, each tangent space TxM (for x ∈ M) is
locally an n-dimensional vector space. Therefore, its dual (TxM)∗ is an n-
dimensional vector space as well, whose elements we call classical cotangents
at x. From Local Cartesian Closedness of the category in in which we work,
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it follows that there is a bundle over M whose fibre over x is (TxM)∗. This
is a finite dimensional vector bundle over M, called the (classical) cotangent
bundle, and it is denoted T (M)∗→M. Thus (T (M)∗)x = (TxM)∗. A classical
cotangent ψ at x is thus a linear map TxM → R. One also writes T ∗x M for
(T ∗M)x = (TxM)∗, and similarly one writes T ∗∗x M for (TxM)∗∗.

There is a natural bijective correspondence between classical and combina-
torial cotangents at x ∈M (cf. Corollary 4.3.5): Given a combinatorial cotan-
gent ω at x, the classical ω : TxM→ R corresponding to it is determined by the
condition: for all d ∈ D,

d ·ω(τ) = ω(τ(d)) (4.5.1)

for τ ∈ TxM. Conversely, a classical cotangent ω at x determines a combinato-
rial cotangent ω by putting, for y∼ x,

ω(y) = ω(logx y). (4.5.2)

Both the combinatorial and the classical notion of cotangent may be gener-
alized into W -valued cotangents with W a KL vector space. The special case
considered above is then the case where W = R.

Thus, a combinatorial W -valued cotangent at x ∈ M is a 1-jet from x ∈ M
to 0 ∈W ; and a classical W -valued cotangent at x in M is a linear TxM→W .
The correspondence between combinatorial and classical cotangents provided
above also applies to W -valued cotangents; we get an isomorphism from the
vector bundle of combinatorial W -valued cotangents to the vector bundle of
classical W -valued cotangents, provided by the same formula (4.5.1) as above.

We may denote the bundle of W -valued cotangents by something like T ∗(M,W );
but consideration of the vector space of (classical) W -valued cotangents at
x ∈M in terms of coordinates around x shows that the canonical linear map

T ∗x M⊗W → T ∗(M,W ) (4.5.3)

is an isomorphism.

Note that a section of the bundle of combinatorial W -valued cotangents is
the same as a combinatorial W -valued 1-form: if we to each x ∈M are given a
combinatorial cotangent ωx at x, we get a combinatorial 1-form ω by putting
ω(x,y) := ωx(y).

Consider a function f : M→W . We have by Proposition 4.4.1 that Dτ f ∈W
depends linearly on τ ∈ TxM, and so defines a classical W -valued cotangent at
x, denoted d f (x;−), and it deserves the name: the differential of f at x. For
W = R, the map x 7→ d f (x;−) is the differential of f ; thus the differential
d f : M→ T ∗M is a section of the bundle of classical (R-valued) cotangents.
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If M is an open subset of a finite dimensional vector space V , the tangent
spaces TxM may be identified with V , via principal-part formation, and in this
case, d f gets identified with a map d f : M×V → R, linear in the second vari-
able. We leave to the reader to see that this is consistent with the use of the
term “differential”, and with the notation for it, as given in Section 1.4.

The combinatorial cotangents corresponding to the classical cotangents d f (x;−)
essentially make up the combinatorial 1-form d f considered in Definition 2.2.3.

4.6 The differential operator of a linear connection

We consider a vector bundle π : E → M whose fibres are KL vector spaces.
Recall that a linear connection in such a bundle is a bundle connection ∇ such
that each transport law ∇(y,x) : Ex→ Ey is linear.

We shall associate to ∇ a differential operator ∇̃, generalizing the con-
struction of DX f in the previous Section (which is the special case where
E = M×W and ∇ the trivial connection).

Let τ be a tangent vector at x∈M, and let ζ be a section 1-jet of E at x, i.e. a
map M(x)→ E with π(ζ (x1)) = x1 for all x1 ∈M(x). Then we can construct
an element ∇̃τ(ζ ) ∈ Ex as follows. For d ∈ D, we consider the element in
Ex given as ∇(x,τ(d))(ζ (τ(d))). As a function of d ∈ D, it defines a map
D→ Ex, and ∇̃τ(ζ ) is by definition the principal part of this map. Thus, ∇̃τ(ζ )
is characterized by the validity in Ex of

∇(x,τ(d))(ζ (τ(d))) = ζ (x)+d · ∇̃τ(ζ )

for all d ∈D. If f : M(x)→ R, we get out of ζ a new section 1-jet f ·ζ at x, by
putting ( f ·ζ )(x1) = f (x1) ·ζ (x1), for x1 ∈M(x). (The multiplication here is
multiplication of vectors by scalars in the vector space Ex1 .) Note that ∇̃ itself
is a map

∇̃ : TxM× (J1E)x→ Ex,

for each x ∈M.

Proposition 4.6.1 For f : M(x)→ R and τ and ζ as above, we have

∇̃τ( f ·ζ ) = f (x) · ∇̃τ(ζ )+Dτ f ·ζ (x).

Proof. By definition, ∇̃τ( f · ζ ) is the principal part of the function of d ∈ D
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given by the expression ∇(x,τ(d))
(
( f ·ζ )(τ(d))

)
; now

∇(x,τ(d))
(
( f ·ζ )(τ(d))

)
= ∇(x,τ(d))

(
f (τ(d)) ·ζ (τ(d))

)
= ∇(x,τ(d))

(
( f (x)+d ·Dτ f ) ·ζ (τ(d))

)
= ∇(x,τ(d))

(
f (x) ·ζ (τ(d))+d ·Dτ f ·ζ (τ(d))

)
= f (x) ·∇(x,τ(d))(ζ (τ(d)))+d ·Dτ f ·∇(x,τ(d))(ζ (τ(d)));

using that ∇(x,τ(d)) is linear. Now, because of the factor d on the last term,
we may use Taylor principle and replace the other occurrences in this term by
0, so we get

= f (x) ·∇(x,τ(d))(ζ (τ(d)))+d ·Dτ f ·ζ (x);

= f (x) ·
(
ζ (x)+d · ∇̃τ ζ

)
+d ·Dτ f ·ζ (x)

= f (x) ·ζ (x)+d ·
[

f (x) · ∇̃τ ζ +Dτ f ·ζ (x)
]
.

So the square bracket is that principal part which defines ∇̃τ( f ·ζ ), which thus
equals f (x) · ∇̃τ ζ +Dτ f ·ζ (x). This proves the Proposition.

Exercise 4.6.2 Prove that ∇̃τ(ζ ) depends in a linear way on τ as well as on ζ .
(Use Theorem 1.4.1.) This generalizes Proposition 4.4.1.

The Proposition immediately globalizes: if Y is a vector field on M, and
Z : M→ E is a section, we have for each x ∈M a tangent vector τ := Y (x) and
a 1-jet section ζ , namely the restriction jx(Z) of Z to M(x), and then ∇̃τ ζ ∈Ex;
as x ranges, we thus get a new section of E, which we may denote ∇̃Y Z. Its
value (∇̃Y Z)(x) at x is characterized by

∇(x,Y (x)(d))
(
Z(Y (x)(d))

)
= Z(x)+d · (∇̃Y Z)(x).

Globalizing the Proposition 4.6.1, we then immediately get, for a linear con-
nection ∇ in the vector bundle E→M and the associated operator ∇̃:

Theorem 4.6.3 (Koszul’s Law) Let Y be a vector field on M and Z a cross
section of E→M. Let f : M→ R be a function. Then

∇̃Y ( f ·Z) = f · ∇̃Y Z +DY f ·Z.

Recall that a vector field on M is a cross section of the tangent bundle
T (M)→M. Since an affine connection on a manifold M may be encoded as a
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linear bundle connection on this bundle (Proposition 4.3.7), it follows that an
affine connection gives rise to a differential operator ∇̃ which to a pair of tan-
gent vector fields Y,Z on M provides a new vector field ∇̃Y Z, and that Koszul’s
law, as stated in the Theorem, holds.

In most classical texts on differential geometry, the notion of linear connec-
tion in general, and in particular the notion of affine connection, is defined in
terms of these differential operators. An alternative formulation in classical
terms, more geometric in nature, is the description in terms of distributions
transverse to the fibres; this description is the immediate counterpart of the
synthetic description given at the end of Section 2.5.

4.7 Classical differential forms

We give here a comparison between the theory of classical differential forms,
on the one hand, and the theory of combinatorial differential forms (simplicial,
combinatorial, and whisker) on the other. We use the term “classical differen-
tial form” for the form notion where the inputs of the k-forms on M are k-tuples
of tangent vectors on M, but we conceive tangent vectors in their synthetic
manifestation: as maps D→M. In this sense, the exposition is still entirely in
the context of SDG, and this synthetic theory of “classical” differential forms
is essentially expounded in the standard treatises on SDG, [36] I.14.1, [70]
4.1.2; a (not quite classical) variant of the classical notion is where the inputs
of k-forms on M are maps Dk →M, “microcubes”, or “marked microcubes”,
[36] I.14.2, [88] IV.1, [70] 4.1.1. (We shall return to the microcubes, with or
without marks, below.)

We consider the case where the values of the forms are in a KL vector space
W – usually just R. Recall that if M is a manifold, a classical differential k-
form ω on M with values in W is a law which to each k-tuple of tangent vectors
(τ1, . . . ,τk) with same base point associates an element

ω(τ1, . . . ,τk) ∈W,

subject to two requirements: it is k-linear, and it is alternating. The latter
requirement refers to the action of the symmetric group Sk in k letters (not in
k +1 letters, as for simplicial differential forms).

It is a consequence of Theorem 1.4.1 that the k-linearity (linearity in each of
the k inputs τi) may be replaced by the weaker requirement of homogeneity in
each of these arguments,

ω(τ1, . . . , t · τi, . . . ,τk) = t ·ω(τ1, . . . ,τi, . . . ,τk)
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for each i = 1, . . . ,k and t ∈ R.
The log-exp construction provides a way of passing from a classical differ-

ential k-form ω to a simplicial k-form ω: given ω , we define the simplicial
k-form ω by the explicit formula

ω(x0,x1, . . . ,xk) := ω(logx0
(x1), . . . , logx0

(xk)). (4.7.1)

Note that all the logx0
(xi) are tangent vectors at the same point of M, namely

at x0, so that ω may indeed be applied to the k-tuple of them.
If xi = x0 for some i ≥ 1, then logx0

(xi) is the zero tangent vector at x0,
and so by multilinearity of ω , the right hand side gives the value 0 ∈W . So
the simplicial k-cochain ω described satisfies the normalization condition of
Proposition 3.1.6, and thus is a simplicial differential form. (Actually, (4.7.1)
defines also a whisker k-form, since ω is alternating.)

If the value vector space W is finite dimensional, a simplicial differential
form always take infinitesimal values, i.e. takes values in D(W ), whereas a
classical form may take any value, infinitesimal or finite, in W . Note that the
tangent vectors logx0

(xi) occurring in the formula (4.7.1) are infinitesimal (be-
long to D(Tx0)), and that the right hand side of (4.7.1) (therefore) is infinitesi-
mal.

Theorem 4.7.1 The correspondence ω 7→ ω between classical and simplicial
differential W-valued forms is bijective.

Proof. Note that the correspondence itself was described in coordinate free
terms. Therefore, it is sufficient to establish the bijectivity of the correspon-
dence in a coordinatized situation, i.e. with M an open subset of a finite dimen-
sional vector space V . Since for x ∈M, Tx(M) may be identified with V , by as-
sociating to a tangent vector at x its principal part, we see that a classical differ-
ential W -valued k-form ω for each x provides a map Ω(x;−, . . . ,−) : V k→W ,
which is k-linear and alternating. Also, we have that a simplicial differential
k-form for each x provides a map Ω(x;−, . . . ,−) : D̃(k,V )→W with the nor-
malization property that its value vanishes if one of the k arguments is 0. We
know already by the KL property (cf. Section 1.3) that there is a bijective cor-
respondence between these two kinds of data, obtained simply by restricting
Ω(x;−, . . . ,−) : V k→W to D̃(k,V )⊆V k. We have to see that this correspon-
dence obtained via the coordinatization by V agrees with the one constructed
using log; this follows from Proposition 4.3.1.

It is possible to describe directly, in a coordinate free way, the classical k-
form ω corresponding to a simplicial k-form ω , i.e. to describe ω(τ1, . . . ,τk)
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for an arbitrary k-tuple of tangent vectors, when ω is given; this is not simple,
but may be done along the line of reasoning in (3.1.5). However, if ω is given
as a whisker form, rather than just as a simplicial form, it is easy: if τi (i =
1, . . . ,k) are tangent vectors at the same point, say x, then ω(τ1, . . . ,τk) is the
unique element in V such that for (d1, . . . ,dk) ∈ Dk we have

d1 · . . . ·dk ·ω(τ1, . . . ,τk) = ω(τ1(d1), . . . ,τk(dk)).

Note that τi(di)∼ x, but not necessarily∼ τ j(d j), so that (x,τ1(d1), . . . ,τk(dk))
is an infinitesimal k-whisker, but not necessarily an infinitesimal k-simplex.

The construction of (3.1.5) provides the transition from a simplicial form to
the corresponding whisker form, so the combination of these two constructions
provides the passage from simplicial to classical forms (modulo a combinato-
rial factor).

We shall prove that the coboundary operator for combinatorial forms matches
the classical coboundary operator for classical differential forms; this was
stated in [48] p. 259, and a proof was sketched (using integration, and the va-
lidity of the classical Stokes’ Theorem). We shall here present a direct proof,
by working in coordinates, i.e with a chart from an abstract finite dimensional
vector space V . We denote, temporarily, the coboundary operator for classical
differential forms by d, to distinguish it from the coboundary d for simplicial
forms, and from the coboundary for cubical forms, which we temporarily de-
note by d̃. - The forms considered are supposed to take values in a KL vector
space W .

Theorem 4.7.2 Let ω be a classical k-form on M. Let ω be the correspond-
ing simplicial k-form. Then d(ω) corresponds to k + 1 times the simplicial
form dω . Also, let ω̃ be the cubical k-form corresponding to ω; then d(ω)
corresponds to d̃(ω̃).

Proof. In view of the correspondence between simplicial and cubical cobound-
ary expressed in Theorem 3.2.4, it suffices to prove the latter of the two asser-
tions of the Theorem. We already calculated the function M×V k+1 → W
(k + 1-linear alternating in the last k + 1 arguments) corresponding to d̃(ω̃);
this is the function expressed in (3.2.4). This, however, is also the classical
coordinate calculation (or definition) of the function M×V k+1 →W , for the
exterior derivative of the classical form ω , see e.g. [82] Definition 3.2.

We shall next prove that the cup product for simplicial forms (modulo a com-
binatorial factor) matches the wedge (exterior) product of classical differential
forms. (This was proved also at the end of [48], except there the combinatorial
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factors were swept under the carpet by building them into the correspondence
ω ↔ ω .) We assume given KL vector spaces W1, W2, and W2, and a bilinear
map ∗ : W1×W2→W3; ω and ω are supposed to take values in W1, and θ and
θ in W2; the cup and wedge products to be compared then take values in W3.
We omit the symbol ∗ on ∪ and ∧

Theorem 4.7.3 Let ω and θ be classical k- and l-forms, respectively, on a
manifold M, and let ω and θ be the corresponding simplicial forms. Then to
the classical k + l-form ω ∧θ corresponds the simplicial form (k, l) · (ω ∪θ),
where (k, l) denotes the integer (k + l)!/k!l!.

Proof. Recall that (one of) the standard versions of the formula for ∧ involves
an alternating sum ranging over the set of k, l-shuffles σ ; a k, l shuffle σ is
a permutation of the numbers 1,2, . . . ,k + l with σ(1) < .. . < σ(k) and with
σ(k + 1) < .. . < σ(k + l). We analyze now the combinatorial form corre-
sponding to ω ∧ θ ; consider an infinitesimal k + l-simplex (x0,x1, . . . ,xk+l).
Then

(ω ∧θ)
(
logx0

(x1), . . . , logx0
(xk+l)

)
= ∑

σ

sign(σ) ·ω
(
logx0

(xσ(1)), . . . , logx0
(xσ(k))

)
∗θ
(
logx0

(xσ(k+1)), . . . , logx0
(xσ(k+l))

)
where σ ranges over the set of k + l-shuffles

= ∑
σ

sign(σ) ·ω
(
x0,xσ(1), . . . ,xσ(k)

)
∗θ
(
x0,xσ(k+1), . . . ,xσ(k+l)

)
= ∑

σ

sign(σ) · (ω ∪θ)
(
x0,xσ(1), . . . ,xσ(k+l)

)
using Lemma 3.5.2 to exchange the x0 in the θ factor by xσ(k). Now ω ∪θ is
alternating (being a simplicial form), and so all the terms here are equal, as σ

ranges; in particular they are all equal to (ω ∪θ)
(
x0,x1, . . . .xk+l

)
. Since there

are (k, l) shuffles σ , we conclude

(ω ∧θ)
(
logx0

(x1), . . . , logx0
(xk+l)

)
= (k, l) · (ω ∪θ)

(
x0,x1, . . . ,xk+l

)
,

and this proves the Theorem.

Classical geometric distributions

A classical (geometric) distribution on a manifold M consists in giving for
each x∈M a linear subspace S(x)⊆ Tx(M), with suitable regularity conditions.
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Such data gives rise to a predistribution≈, in the sense of Section 2.6: for x∼ y
we put x ≈ y if logx(y) ∈ S(x). This is clearly a reflexive relation; to see that
it is symmetric, it suffices to consider a coordinatized situation, i.e. we may
assume that M is an open subset of a finite dimensional vector space V . In
this case, logx y = y− x by Proposition 4.3.1. Also, we may assume that S(x)
is the kernel of a linear σ : Tx(M)→W for some finite dimensional vector
space W (this being part of the regularity condition which we did not specify
fully). Identifying each Tx(M) with V via principal part formation, we thus
have a map σ : M×V →W , linear in its second variable, such that τ ∈ S(x) iff
σ(x;τ) = 0. Assume now that logx(y) ∈ S(x), so σ(x;y−x) = 0. To prove that
logy(x) ∈ S(y) amounts to proving σ(y;x− y) = 0. We have

0 = σ(x;y− x) = σ(y;y− x) =−σ(y;x− y),

the middle equality by the Taylor principle (using x∼ y), and the last equality
by linearity of σ in the second variable. This proves that ≈ is a symmetric
relation.

We note that M≈(x)⊆M(x) sits in a pull-back diagram

M≈(x) - D(S(x)) - S(x)

M(x)
? ∼=

logx

- D(Tx(M))
?

- Tx(M)
?

(the right hand square being a pull-back by Proposition 1.2.4). It follows from
this that ≈ is actually a distribution, not just a predistribution.

Suppose now that there are given q classical 1-forms ωi. Let linear sub-
spaces S(x) be given as the joint zero set of the ωis. Then the corresponding
combinatorial distribution ≈ is given, as in the end of Section 3.5, in terms
of those combinatorial 1-forms that correspond to the ωis. The condition for
≈ to be involutive, in terms of the exterior algebra Ω•(M) (Theorem 3.6.2),
then transfers immediately to the classical condition for involutiveness of the
classical distribution given by the S(x)s. For, the combinatorial and classical
de Rham algebras are isomorphic (modulo some scalar factors), by Theorem
4.7.2 and Theorem 4.7.3.

4.8 Differential forms with values in T M→M

In Section 3.8, we discussed simplicial differential forms with values in a vec-
tor bundle on a manifold M.
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We have available a particular vector bundle on M, namely the tangent bun-
dle T M→ M. There is an almost tautological combinatorial 1-form θ on M
with values in this bundle, the solder form (terminology from [32]); In our
context, it is really just the log map: recall that given x ∼ y in M, we have a
particular tangent vector logx(y) at x, given by logx(y)(d) = (1−d) · x + d · y.
This construction may be interpreted as a simplicial 1-form θ on M with values
in T M→M,

θ(x,y) := logx(y). (4.8.1)

Another example of a T M→M valued simplicial differential form – now a
2-form – is obtained by applying log to the “intrinsic torsion” (2.3.11) bx(y,z)
of an affine connection λ on M; recall bx(y,z) = λ (λ (x,y,z),y,z) for an in-
finitesimal 2-simplex x,y,z in M. Because we get x as value if y = x or z = x,
logx(bx(y,z)) ∈ Tx(M) is 0 if y = x or z = x, so we have a T M → M-valued
simplicial 2-form logb given by

(logb)(x,y,z) := logx(bx(y,z)).

(One may define a notion of whisker differential form with values in a vector
bundle, in analogy with the simplicial vector-bundle-valued forms, cf. Section
3.8; the form logb is defined on 2-whiskers, not just on 2-simplices, so is an
example of such a T M→M valued 2-form in the whisker sense.)

Now given an affine connection λ on M; it may be re-interpreted as a linear
bundle connection ∇ in the tangent bundle T M→M, and therefore gives rise
to covariant exterior derivatives d∇ of T M-valued differential forms. We also
write dλ for this exterior derivative.

Theorem 4.8.1 The covariant exterior derivative of the solder form θ agrees
with log of the intrinsic torsion b of λ except for a factor 2:

2 ·dλ (θ) = logb.

The T M→M-valued simplicial 2-form dλ (θ), we call the torsion form of
the affine connection λ .

Proof. Consider an infinitesimal 2-simplex (x,y,z). We calculate dλ (θ)(x,y,z)∈
TxM. We have for

dλ (θ)(x,y,z) = θ(x,y)−θ(x,z)+(∇(x,y) a θ(y,z)).

Here ∇ denotes the transport law associated to λ , thus ∇(x,y) a u = λ (y,x,u)
for u ∼ y. Let us calculate the value of this tangent vector at a d ∈ D; recall
the simple way (4.2.3) of adding tangent vectors, using affine combinations of
mutual neighbour points; and recall (4.8.1) that the solder form was defined in
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terms of log, which in turn (4.3.1) was defined in terms of such affine combi-
nations. Expressing the right hand side here in terms of affine combinations,
we get

dλ (θ)(x,y,z)(d)

=
[
(1−d) · x+d · y

]
−
[
(1−d) · x+d · z

]
+
[
∇(x,y)((1−d) · y+d · z)

]
;

now the map ∇(x,y) : M(y)→M(x) preserves the multiplicative action by
scalars (Proposition 2.3.7), so that we may continue the equation

=
[
(1−d) · x+d · y

]
−
[
(1−d) · x+d · z

]
+
[
(1−d) · x+d ·∇(x,y)z)

]
.

This affine combination we can rewrite by simple arithmetic, and continue the
equation

= (1−d) · x+d ·
[
y− z+λ (y,x,z)] == (logx(y− z+∇(x,y)(z))(d).

So we have proved (writing again λ (y,x,z) for ∇(x,y)(z))

dλ (θ)(x,y,z) = logx(y− z+λ (y,x,z)). (4.8.2)

On the other hand, by Proposition 2.3.5, we have the first equality sign in

logx(bx(y,z)) = logx(2[y− z+λ (y,x,z)]− x) = 2logx(y− z+λ (y,x,z)),
(4.8.3)

(the last equality sign is one of the rules for log, cf. (4.3.3)). Comparing (4.8.2)
and (4.8.3) gives the result.

Corollary 4.8.2 An affine connection λ is torsion free if and only if dλ (θ) = 0,
where θ is the solder form.

In a coordinatized situation, with M an open subset of a finite dimensional
vector space V , differential forms with values in T (M)→M may be identified
with V -valued differential forms on M; in this case, (4.8.2) and the Taylor
principle gives that the coordinate expression for the V -valued 2-form dλ (θ)
is given by the Christoffel symbol of λ ,

dλ (θ)(x,y,z) = Γ(x;x− y,z− x).

There is a classical calculus of tangent bundle valued differential forms, in-
volving Frölicher-Nijenhuis bracket, Lie derivative, and contractions. Such
calculus has been dealt with in synthetic terms by Nishimura in [96], for dif-
ferential forms in terms of “microcubes” (in the sense of Section 4.10 below).
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4.9 Lie bracket of vector fields

Recall that a vector field on a manifold M is a cross section of the tangent
bundle T (M)→M. Seeing the total space of T (M) as the function space MD,
and the structural map T (M)→M as “evaluation at 0 ∈ D”, one can by sheer
logic (cartesian closed categories) get three equivalent manifestations of this
notion; these equivalences go back to Lawvere’s 1967 lecture:

a map X : M→MD such that X(m)(0) = m for all m ∈M

a map X : M×D→M with X(m,0) = m for all m ∈M

a map X : D→MM with X(0) = the identity map of M.

The first of these manifestations is just saying that X is a cross section of
T (M) → M; the second has the advantage of not mentioning any function
space objects; and the third gives each X(d) as a map M → M, an infinites-
imal transformation, a terminology and viewpoint which goes back to Sophus
Lie. The infinitesimal transformation X(d) : M → M is often denoted Xd . It
has X−d for its inverse, see [36] Corollary I.8.2.

This viewpoint of infinitesimal transformations leads classically to the idea
that the group theoretic commutator of infinitesimal transformations for two
vector fields X ,Y forms, “in the limit,” the infinitesimal transformations of a
new vector field [X ,Y ], cf. e.g. [90] §2.4. The rendering of this idea in the
synthetic context (due to Reyes and Wraith, [101]) is well expounded in the
literature, cf. e.g. [36], [70] 3.2.2, and we shall not repeat it in full here. The
basic picture is the following, reproduced from [36];

• - •�
�
�
��
�
�
�
�
• pXXX

XXXy
XXX

XXX•
q








�









O
O
O

m X(-,d1) n

Y (-,d2)

X(-,−d1)

Y (-,−d2)

•r

[X ,Y ](-,d1 ·d2)

(4.9.1)

with r = [X ,Y ](m,d1 ·d2). The defining equation for the Lie bracket may thus
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be written

[X ,Y ]d1·d2 = {Xd1 ,Yd2},

where curly brackets denote group theoretic commutator.
The pentagon itself makes sense for general microlinear spaces M, not just

for manifolds. For manifolds, the following assertions make sense:
Points in this pentagon connected by a line segment are (first order) neigh-

bours, and also m ∼ r, as well as m ∼ q (see Proposition 4.9.1 below); but m
and p, cannot be asserted to be neighbours in general, nor can n and q, see
Exercise 4.10.4.

There are two other points which it is natural to put into the picture above,
namely q′ := Y (m,d2) and q; and p′ := X(q′,d1). They lie approximately 1 cm
southeast of q and p, respectively.

For fixed m, we may consider the points n, p, . . . ,p′ as functions of (d1,d2)∈
D×D and write n = n(d1,d2), . . . , p′ = p′(d1,d2). This makes sense for a
general microlinear space M, not just for a manifold; but for M a manifold, we
can make some further assertions. Recall the “strong difference construction”

τ ′
�
− τ , described in Remark 2.1.9 or in the Appendix, Section 9.4 (condition

ML 4).

Proposition 4.9.1 1) For fixed (d1,d2), the points m,q and q′ form an infinites-
imal 2-simplex; and r = m−q′+q. 2) For (d1,d2) ∈ D(2)⊆ D×D,

p(d1,d2) = p′(d1,d2); and p′
�
− p = [X ,Y ](m,−).

Proof. For 1): Note that the second assertion in 1) makes invariant sense,
because of the first: m− q′+ q is an affine combination of mutual neighbour
points. For 2): Note that the second assertion in 2) makes sense because of the
first: the strong difference of two maps D×D→ M which agree on D(2) is
defined, and is a tangent vector.

To prove these assertions, it suffices to consider the coordinatized case, i.e.
with M an open subset of some finite dimensional vector space V , so that
the vector fields X and Y are given by their principal-part functions ξ and η ,
respectively; thus, ξ : M→V with X(x,d) = x+d ·ξ (x) for x ∈M and d ∈D;
similarly for Y and η .

Then we can calculate the points in the figure, and also q′ and p′, in terms
of ξ and η and their directional derivatives. This is a completely standard
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calculation:

n = X(m,d1) = m+d1 ·ξ (m)

p = Y (n,d2) = m+d1 ·ξ (m)+d2 ·η(m+d1 ·ξ (m))

= m+d1 ·ξ (m)+d2 ·
(
η(m)+d1 ·dη(m;ξ (m))

)
by a Taylor expansion of η in the direction of ξ (m);

q = X(p,−d1) = m+d1 ·ξ (m)+d2 ·
(
η(m)+d1 ·dη(m;ξ (m))

)
−d1 ·ξ

[
m+d1 ·ξ (m)+d2 ·

(
η(m)+d1 ·dη(m;ξ (m))

)]
.

In the second line, we can put d1 = 0 inside the square bracket, by the Taylor
principle; using ξ [m + d2 ·η(m)] = ξ (m)+ d2 · d(ξ (m;η(m)) (Taylor expan-
sion), the expression simplifies, and we end up with

= m+d2 ·η(m)+d1 ·d2 ·
(
dη(m;ξ (m))−dξ (m;η(m))

)
.

Using this expression for q, and Taylor principle again, we arrive similarly at

r = Y (−d2,q) = m+d1 ·d2 ·
(
dη(m;ξ (m))−dξ (m;η(m))

)
.

Also,

q′ = Y (m,d2) = m+d2 ·η(m).

Finally

p′ = q′+d1 ·ξ (q′) = m+d2 ·η(m)+d1 ·ξ (m+d2 ·η(m))

and Taylor expanding the last term, we thus get

p′ = m+d2 ·η(m)+d1 ·ξ (m)+d1 ·d2 ·dξ (m;η(m)).

The coordinate expressions for q and q′ reveal immediately that m,q, and q′

form an infinitesimal 2-simplex, and combining it with the coordinate expres-
sion for r, we see by pure additive calculation the validity of statement 1). For
2): we also see from the coordinate expressions derived that if d1 ·d2 = 0, then
p and p′ agree, proving that p and p′ agree on D(2)⊆D×D. The last assertion
in 2) now again is by pure additive calculation. This proves the Proposition.

The Proposition provides us with an alternative way to construct the Lie
bracket of two vector fields (cf. [64], [107], [57]) in terms of strong difference:

[X ,Y ] = p′
�
− p.

Note that to construct the points p and p′, we only need to know the value of
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the vector fields X and Y in the points m, n and q′, which all are 1-neighbours of

m; in other words, to construct p′
�
− p, we only need to know the 1-jets at m of

the vector fields X and Y . (In contrast, the construction of q in the figure (4.9.1)
requires knowledge of q = X(p,−), and p is not in general a 1-neighbour of
m, only a 2-neighbour; so we need the 2-jet of X at m to construct [X ,Y ](m,−)
via the “pentagon” construction.)

For given m∈M, we have, by the strong-difference construction, constructed
Lie bracket formation as a map

(J1T M)m× (J1T M)m→ TmM.

So Lie bracket is exhibited as a map of vector bundles

J1T M×M J1T M→ T M. (4.9.2)

So T M→M is not only a vector bundle, but with the map (4.9.2) as structure,
it is an algebroid (a notion we shall study in more generality in Chapter 5).

A further way of constructing the Lie bracket of vector fields is in terms
of the Lie derivative construction, cf. Section 5.4 below. This construction
likewise exhibits Lie bracket as a bundle map (4.9.2).

Left invariant vector fields on a Lie group

Let G be a Lie group (or just a microlinear group), i.e. a manifold (or just a
microlonear space) equipped with a group structure. There is a classical cor-
respondence between the set of left invariant vector fields on G, and the space
TeG, the tangent space at the neutral element e ∈G. In the present context, this
correspondence is rendered as follows: to ξ ∈ TeG, we associate the vector
field X : G×D→ G given by X(g,d) := g · ξ (d). This vector field is left in-
variant in the sense that X(h ·g,d) = h ·X(g,d). If left invariant vector fields X
and Y on G are given by ξ ∈ TeG and η ∈ TeG, respectively; then an immediate
calculation gives that, for m ∈ G,

(Y−1
d2
◦X−1

d1
◦◦Yd2 ◦Xd1)(m) = m ·ξ (d1) ·η(d2) ·ξ (d1)−1 ·η(d2)−1,

from which we see that

[X ,Y ](m,d1 ·d2) = m · {ξ (d1),η(d2)},

where {ξ (d1),η(d2)} denotes the group theoretic commutator of the elements
ξ (d1) and η(d2) in G.

Thus, identifying TeG with the space of left invariant vector fields, we see



4.10 Further aspects of the tangent bundle 161

that the Lie bracket of two such vector fields is again left invariant, and that the
Lie bracket on TeG induced by the identification may be described

[ξ ,η ](d1 ·d2) = {ξ (d1),η(d2)}. (4.9.3)

4.10 Further aspects of the tangent bundle

Geometric distributions and vector fields

There are two ways to express when a (classical) geometric distribution is in-
volutive; one is in terms of a set of differential 1-forms defining the distribu-
tion, the other is in terms of vector fields “subordinate” to the distribution. We
dealt with the differential-form formulation in Section 3.6, proving the essen-
tial equivalence of this formulation with the combinatorial notion of involutive
(modulo the comparison of exterior derivative and wedge product, see Theo-
rem 4.7.3).

We shall state the formulation of “involutive” in terms of vector fields, and
prove the implication from “combinatorial involutive” to “vector field involu-
tive”, (but not the converse implication; the converse would require choice or
construction of suitable subordinate vector fields, and such techniques are not
readily available in the synthetic context).

Given a combinatorial distribution ≈ on a manifold M. Then a vector field
X is called subordinate to ≈ if X(m,d) ≈ m for any m ∈ M and d ∈ D (note
that automatically X(m,d)∼ m).

Theorem 4.10.1 Let≈ be an involutive distribution on M. Then if X and Y are
vector fields subordinate to ≈, then also [X ,Y ] is subordinate to ≈.

Remark 4.10.2 This is almost immediate if we use the Frobenius Integrability
Theorem; for, it is easy to see that a vector field is subordinate to ≈ precisely
when each field vector X(m,−) is a tangent vector to the leaf through m. So
if X and Y are subordinate to ≈, they restrict to vector fields on each leaf, and
the Lie bracket of vector fields on the leaf is again a vector field on the leaf.

We shall, however, give a proof that does not depend on the Frobenius Inte-
grability Theorem. We first prove the special case where the two vector fields
in question have a certain property (which in turn implies that all five points in
the “commutator pentagon” (4.9.1) are mutual neighbours); more precisely

Lemma 4.10.3 Consider two vector fields X and Y on M with the property that



162 The tangent bundle

for any m in M, and d1,d2 in D, we have X(m,d1) ∼ Y (m,d2). Then if X and
Y are subordinate to an involutive distribution ≈, then so is [X ,Y ].

Proof. We first see that all five points in the diagram (4.9.1) are mutual
neighbours; for instance, m and p are neighbours, because p = Y (n,d2), m =
X(n,−d1). Now m ≈ n because X is subordinate to ≈; similarly n ≈ p be-
cause Y is subordinate to ≈. From m ∼ p and the assumed involutivity of
≈, we now conclude m ≈ p. Similarly p ≈ r. But m ∼ r holds (even with-
out any assumptions on X and Y ), so we conclude, again by involutivity, that
m≈ r, i.e. m≈ [X ,Y ](m,d1 ·d2) for all d1,d2 in D. This is not quite to say that
m ≈ [X ,Y ](m,d) for all d ∈ D, since we cannot assert that the multiplication
map D×D→ D is surjective. However, the assumption that M≈(m) is a lin-
ear subset of M(m) implies that it can be carved out of M(m) as the zero set
of functions with values in R, and “R perceives the multiplication map to be
surjective” (cf. Section 1.3.) We conclude that m≈ [X ,Y ](m,d) for all d ∈ D.
So [X ,Y ] is subordinate to ≈. This proves the Lemma.

We can now prove the Theorem. Given two vector fields X and Y subordi-
nate to ≈. Since ≈ is a distribution (not just a pre-distribution), it follows that
any linear combination of these vector fields is again subordinate to ≈. So for
an arbitrary 2×2 matrix di j, the pair of vector fields X ′ and Y ′,

X ′ = d11X +d12Y, Y ′ = d21X +d22Y

is subordinate to≈. Furthermore, since the Lie bracket is bilinear and alternat-
ing, it follows that

[X ′,Y ′] = det(d) · [X ,Y ].

If now furthermore d ∈ D̃(2,2), we conclude from the ideal properties of
the D̃s that X ′, Y ′ satisfy the special assumptions in the Lemma. From the
Lemma, we therefore conclude that [X ′,Y ′] is subordinate to ≈, and hence that
det(d) · [X ,Y ] is subordinate to ≈. Again, as in the proof of Lemma 4.10.3 and
using the third cancellation principle from Section 1.3, we deduce that [X ,Y ]
is subordinate to ≈. This proves the Theorem.

Exercise 4.10.4 The relation between X and Y assumed in this Lemma: X(a,d1)∼
Y (a,d2) is very strong; it need not obtain even between X and X : X(a,d1)
need not be ∼ X(a,d2). Consider for instance the vector field X on R given
by X(a,d) = a + d. One does not in general have a + d1 ∼ a + d2 for all
(d1,d2) ∈ D×D. (This will be the case precisely when (d1,d2) ∈ D(2).)
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Contraction of a combinatorial differential form against a vector field
If X is a vector field on a manifold M, and ω a classical differential k-form on
M, there is an obvious way to construct a k−1-form X ⇀ ω , namely

(X ⇀ ω)(τ1, . . . ,τk−1) := ω(X(x0),τ1, . . . ,τk−1),

where the τis are tangent vectors at the same point x0 ∈ M and X(x0) is the
field vector of X at this point.

This construction cannot immediately be paraphrased for simplicial k-forms
on M; one would like to have X ⇀ ω characterized by

d ·
[
(X ⇀ ω)(x0, . . . ,xk−1)

]
:= ω(x0,X(x0,d),x1, . . . ,xk−1) (4.10.1)

for all d ∈ D and for x0, . . . ,xk−1 an infinitesimal k− 1-simplex. However,
there is no reason why X(x0,d) and xi (for i > 0) should be 1-neighbours,
so the k + 1-tuple given as input to ω cannot be asserted to be an infinites-
imal k-simplex. So to describe the contraction of ω against X , one needs
to invoke the bijective correspondence between simplicial forms and whisker
forms. For, since X(x0,d) ∼ x0, the input for ω in (4.10.1) is clearly a k-
whisker if (x0, . . . ,xk−1) is a k−1-whisker.

Microcubes and marked microcubes
One of the aims of the various synthetic theories of differential forms is to have
the notion of exterior derivative in geometric form, even prior to Stokes’ Theo-
rem (which classically is a description of the relationship between coboundary
and exterior derivative, but in a form which makes a theory of integration a
necessary preliminary).

In the theory of combinatorial forms, in the simplicial or cubical manifesta-
tion, the exterior derivative is the same as for simplicial and cubical cochains
in algebraic topology, so are immediately of geometric nature, and defined in
terms of the geometric faces of certain figures (infinitesimal simplices, respec-
tively infinitesimal parallelepipeda). The whisker manifestation of combinato-
rial differential forms does not admit such geometrically evident coboundary
formula, and the same applies to classical differential forms: neither an in-
finitesimal k-whisker, nor a k-tuple of tangent vectors with same base point,
have natural faces.

In SDG, the earliest descriptions of exterior derivative in geometric terms
replaced the idea of k-tuple of tangent vectors (with same base point) with a
richer kind of geometric figures, the marked microcubes†. A k-dimensional

† terminology from [70]; in [36] I.14, they are called infinitesimal singular rectangles; in [88],
IV.1, they are called infinitesimal cubes
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microcube in a space M is a map τ : Dk →M; such microcube gives rise to a
k-tuple of tangent vectors, namely by restricting τ to the k “axes” of Dk, the
ith axis D→ Dk being given by the embedding d 7→ (0, . . . ,d, . . . ,0) (with d
in the ith position). Such microcubes (as k ranges) do not quite form a cubical
complex; the faces δ 0

i may be defined, but the faces δ 1
i not, because D “does

not have a natural end-point”.
Therefore, one is led to consider a still richer kind of geometric figure,

namely the marked microcube; a marked k-dimensional microcube in M con-
sists in a microcube τ : Dk → M together with an element d = (d1, . . . ,dk) ∈
Dk. A marked k-dimensional microcube does have 2k faces, as required in
a cubical complex: δ 1

i (τ,d) is the pair consisting of τ(−,−, . . . ,di,−, . . .) to-
gether with the (d1, . . . , d̂i, . . . ,dk)∈Dk−1; and δ 0

i (τ,d) is the pair consisting of
τ(−,−, . . . ,0,−, . . . ,−) together with the same k− 1-tuple. Then the marked
microcubes do form a cubical complex.

The theory of microcubes, and marked microcubes, as a basis for a geomet-
ric theory of differential forms, has the advantage that it works for any M, not
necessarily a manifold. But the input data for differential forms, in this man-
ifestation, in some sense is too rich: a microcube contains information which
is not first order. This richness of the input in turn means that more equa-
tions have to be imposed in order for a function, defined on microcubes, or on
marked microcubes, to qualify as a differential form (see Proposition I.14.4 in
[36]). More objectively, under mild assumptions, any differential n-form gives
same value on two microcubes Dn→M which agree on D(n) ⊆ Dn, see [36]
Exercise I.14.2 for a sketch.)

Let us also note that the bundle of microcubes on M is not a first order bundle
(in the terminology of Section 5.3) i.e. it does not carry a canonical action
by the groupoid of 1-jets of M (except when k = 1). Similarly for marked
microcubes.

Microcubes are used for other purposes than differential forms in White’s
[107] in the context of Riemannian geometry, and in several articles by Nishi-
mura, including [91], [94], [96].



5
Groupoids

“The concept of groupoid is one of the means by which the twentieth century
reclaims the original application of the group concept. The modern, rigorous
concept of group is far too restrictive for the range of geometrical applications
envisaged in the work of Lie. There have arisen the concepts of Lie pseu-
dogroup, of differentiable and of Lie groupoid, and of principal bundle . . . ”†

We discuss in this chapter, from a synthetic viewpoint, some differential-
geometric aspects of the theory of groupoids, principal bundles, and connec-
tions in groupoids (including principal connections); in most of the theory pre-
sented, the space of objects of the groupoid is assumed to be a manifold. For
some of the theory, it is also assumed that the space of arrows is a manifold.

5.1 Groupoids

A groupoid is a category‡ where all arrows are invertible. We are interested in
small groupoids; we here understand this as a groupoid internal to the category
E of spaces; thus a (small §) groupoid G consists of a space G1 of arrows, and
a space G0 of objects. To each arrow f is associated two objects, the domain
d0( f ) and the codomain d1( f ) of the arrow, and this is exhibited graphically

† from the introduction to [80].
‡ The basic algebraic structure is thus that of composition of arrows. There comes the inevitable

question whether to compose from the left to the right (diagrammatic order), or from the right
to the left (function composition notation). Our experience is that it is not advisable to make
the choice once and for all; for categories or groupoids whose arrows are actual maps or func-
tions, the right-to-left notation is preferable, whereas for formulae and calculations in abstract
categories/groupoids, the diagrammatic order is better. In the present exposition, we use both
conventions, and state which of them is in use in a given formula, if this is not clear from the
context. As an aid, we usually denote left-to-right composition by a dot, thus f .g or f · g de-
notes “first f , then g”; for right-to-left composition, the same composition is denoted by the
circle: “g◦ f ”. Plain concatenation “ f g” or “g f ” is used in both kinds of notation.

§ We usually omit the word ‘small’.
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by

x
f - y

with x = d0( f ) and y = d1( f ). Arrows can be composed, subject to the usual
book-keeping conditions, and the composition is associative, has units, as well
as inverses; thus

x
f - y

f−1
- x

compose to give the identity arrow idx or i(x) at x. We often display a groupoid
G, somewhat incompletely, with the hieroglyph G1 ⇒ G0, the two maps dis-
played being “formation of domain” and “formation of codomain”, respec-
tively. Formation of inverse is a map t : G1 → G1; it is an involution, and it
interchanges d0 and d1. Formation of identities is a map i : G0 → G1. The
space G1 we sometimes call the total space of the groupoid.

A groupoid with only one object is a group (more precisely, the space of
arrows of it is a group). Just like groups encode the notion of global sym-
metry, groupoids are encoding local, or even infinitesimal, symmetries, and
in this role, they appear already implicitly in the work of S. Lie, in his work
on differential equations, contact transformations etc.; their role in differential
geometry was made more explicit through the work of C. Ehresmann.

A groupoid is in particular a category. A homomorphism of groupoids is the
same as a functor. So if G = (G1⇒ G0) and H = (H1⇒ H0) are groupoids,
a homomorphism F : G→ H consists of maps F0 : G0 → H0, F1 : G1 → H1,
commuting with the book-keeping maps (domain- and codomain-formation),
and commuting with composition, and with the formation of identity arrows
(it then automatically commutes with inversion).

We sometimes say that such F is a homomorphism over F0, and if F0 is the
identity map of G0 = H0 = M, we say that it is a homomorphism over M.

We are mainly interested in the case of groupoids Φ⇒M where the space
M is a manifold, but we don’t usually assume that the space Φ is a manifold.
In Example 5.1.2 below, S(E→M)⇒M will not in general have a manifold
as total space, even when E and M are manifolds.

Example 5.1.1 Given a space M, there are two “extreme” groupoids with M as
space of objects, namely the “discrete” groupoid M⇒M (both the displayed
maps M → M being the identity map of M), and the “codiscrete” groupoid
M×M⇒ M (the displayed maps being the two projections). In the discrete
groupoid on M, the only arrows are the identity arrows idx; in the codiscrete
case, for every pair of objects x,y, there is exactly one arrow from x to y.
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If G = (G1⇒M) is a groupoid, there is exactly one homomorphism over M
from the discrete groupoid on M to G, and there is exactly one homomorphism
over M from G to the codiscrete groupoid on M.

Example 5.1.2 Let π : E→M be a map (a bundle over M). We have a groupoid
S(E → M) with M as space of objects, and where an arrow from x ∈ M to
y ∈ M is a bijective map Ex → Ey. (For the existence of such as an object in
the category E , one needs local cartesian closedness of E .) For M = 1, i.e.
for a space E, this is the standard “symmetric group” S(E) of permutations
of E. The groupoid S(E → M) deserves the name “symmetric groupoid on
E→M”. (In topos theoretic terms, this is the groupoid of invertible arrows in
the internal category Full(π), as described in [27] Example 2.3.8.)

In case π : E→M is a vector bundle (i.e. each individual Ex is equipped with
structure of vector space), we have a subgroupoid GL(E→M) of S(E→M),
namely an arrow from x to y is a linear bijection Ex → Ey. For M = 1, i.e.
for a vector space E, this is the standard “general linear group” GL(E). The
groupoid GL(E→M) deserves the name “general linear groupoid on E→M”.

In case π : E →M is a bundle of pointed spaces (i.e. each individual Ex is
equipped with a base point px or equivalently, there is given a cross section p
of π), we have a subgroupoid S∗(E → M) of S(E → M), namely an arrow
from x to y is a base point preserving bijection Ex→ Ey.

– One has similar groupoids for bundles where the fibres have some other
kind of algebraic structure, e.g. group bundles. For a bundle G→M of groups,
one might write Iso(G→ M)⇒ M, for the groupoid of group isomorphisms
between the fibres; for a single group G (= a bundle of groups over 1), one
would traditionally rather write Aut(G) (“automorphism group” of G), but
when more than one group is involved, “iso-” is more adequate than “auto-
”.

Example 5.1.3 Let M be a manifold, and k a non-negative integer. Then we
have the “k-jet groupoid Π(k)(M)⇒M”, where an arrow from x ∈M to y ∈M
is an invertible k-jet from x to y, i.e. a bijective map Mk(x)→Mk(y) taking
x to y. (There are also groupoids whose arrows are non-holonomous jets, cf.
[42].) – The groupoid Π(k)(M)⇒ M can be seen as arising from the bundle
M(k)→M of pointed sets: (Π(k)(M)⇒M) = S∗(M(k)→M).

Note that there are evident “restriction” functors Π(l)(M)→Π(k)(M) for l ≥
k; for, Mk(x)⊆Ml(x), and a bijective base point preserving Ml(x)→Ml(y)
restricts to a bijective base point preserving Mk(x)→Mk(y).
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There is an isomorphism of groupoids over M

(Π(1)(M)⇒M)∼= GL(T (M)→M); (5.1.1)

this follows from Theorem 4.3.4.

Example 5.1.4 Let S⊆M×M be an equivalence relation on a space M. It may
be viewed as a groupoid S⇒M, with (x,y) ∈ S being considered as an arrow
from x to y. The transitive law for S gives the composition, the symmetry for S
gives inversion, and reflexivity gives the units.

Example 5.1.5 Let G be a group. Then for any M, there is a groupoid over M,
whose space of arrows is M×M×G; domain- and codomain formation are
the first two projections, and composition is given by

(x,y,a) · (y,z,b) := (x,z,a ·b),

where · denotes the multiplication in G. A groupoid of this form, we call a
constant groupoid.

Exercise 5.1.6 If M is an open subset of a finite dimensional vector space V ,
Π(1)(M) is isomorphic to M×M×GL(V )⇒M. (Hint: use Proposition 1.3.1.)

Example 5.1.7 A group bundle E →M (i.e. each fibre Ex is equipped with a
group structure) may be viewed as a groupoid over M, with the special property
that there only exist arrows x→ y when x = y.

Example 5.1.8 Given a groupoid Φ⇒M, we get a group bundle gauge(Φ)→
M, the gauge group bundle (terminology from [81]) of Φ⇒ M, whose fibre
over x∈M is the group Φ(x,x) of endo-arrows of Φ at x. If f : x→ y is an arrow
in Φ, we get a group homomorphism from Φ(x,x)→ Φ(y,y) “by conjugation
by f ”, i.e. it is given by (in right-to-left notation for composition)

φ 7→ f ◦φ ◦ f−1

for φ ∈Φ(x,x).

We have a subgroupoid Gauge(Φ) of S(gauge(Φ)→M); Gauge(Φ)(x,y)
consists of those maps Φ(x,x)→ Φ(y,y) that happen to be group homomor-
phisms.

We have a morphism ad of groupoids over M, ad : Φ→ Gauge(Φ); ad
takes f : x→ y in Φ into φ 7→ f ◦ φ ◦ f−1 for φ ∈ Φ(x,x) (using right-to-left
composition).
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5.2 Connections in groupoids

Graphs

We first introduce a notion of reflexive symmetric graph, of which both groupoids,
the first neighbourhood of the diagonal of a manifold, and also the path space
of a manifold (see Example 5.2.3 below), are examples:

A reflexive symmetric graph X is a pair of sets (X1,X0), together with four
maps: d0 : X1→ X0, d1 : X1→ X0, i : X0→ X1 and t : X1→ X1. The elements
of X0 are the vertices of the graph, the elements of X1 the edges; for u ∈ X1,
d0(u) (resp. d1(u)) is the source (resp. the target) vertex of u. The symmetry
is a structure, namely a map t : X1 → X1; it is assumed to be an involution
(t ◦ t = id), and to interchange source and target, i.e. d0 ◦ t = d1 and d1 ◦ t = d0.
Also, reflexivity of the graph is a structure, given by the map i : X0 → X1.
We assume d0 ◦ i = d1 ◦ i = id and t ◦ i = i. The morphisms ξ : X → X ′ in
the category of reflexive symmetric graphs are pairs of maps ξ0 : X0 → X ′0,
ξ1 : X1→ X ′1 which commute with the four structural maps in an evident sense.

We will often denote a graph X, as above, with the hieroglyph X1 ⇒ X0.
When we say “graph” and “graph-morphism” in the following, it will be un-
derstood that we mean “reflexive symmetric graph (-morphism)”.

(To whom it may concern: the category of reflexive symmetric graphs may
be seen as symmetric simplicial sets, truncated in dimension 1; or also, as
the category of symmetrical cubical sets, truncated in dimension 1; or, as the
category of presheaves on the category {1,2} consisting of all maps between
one- and two-point sets.)

Example 5.2.1 The reflexive symmetric graph arising from a groupoid (the un-
derlying graph of the groupoid) has the objects of the groupoid as its vertices,
the arrows for its edges, t is inversion in the groupoid t(u) = u−1, and i(x) is
the identity arrow idx at the object x. We also call the graph thus obtained the
underlying graph of the groupoid.

The functor from groupoids to graphs thus described is faithful, but not
full. In particular, a map of reflexive symmetric graphs between the under-
lying graphs of groupoids preserves identities and inversion (by definition),
but does not necessarily preserve composition. This is related to the notion of
curvature or flatness of connections, as will be considered below.

The following example is the main structure in the present book:

Example 5.2.2 If M is a manifold, we can see the first neighbourhood of the
diagonal of M as a reflexive symmetric graph M(1) ⇒ M. Its vertices are the
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elements of M and its edges are (ordered) pairs (x,y) of neighbour points x∼ y,
d0((x,y)) = x, d1((x,y)) = y. Since the 1-neighbour relation is symmetric, we
have an involution t given by t(x,y) = (y,x), and i is given by i(x) = (x,x).

The functor from manifolds to graphs thus described is full and faithful.

– The kth neighbourhood of the diagonal of M is likewise a graph. Also, the
“non-holonomous monads” considered in Section 2.7 can be seen as arising
from graphs.

For a graph arising as the first neighbourhood of the diagonal of a manifold
M, the map (d0,d1) : M1→M0×M0 is mono; and the existence of the involu-
tion t is therefore a property rather than an added structure. For the underlying
graph of a groupoid, neither of these simplifications obtain.

Example 5.2.3 “The” fundamental graph P(M) of paths of a manifold: there
are several candidates. We are not asserting any composition structure (un-
like in the fundamental groupoid), but only graph structure, on P(M), and do
not bother about concatenation of paths. The simplest version of P(M) has
for its total space the space of maps R→ M, and for the two structural maps
P(M)⇒M evaluation at 0 and 1, respectively. The symmetry comes about by
precomposing by the affine map R→ R consisting in reflection in 1/2. The
reflexivity structure j comes about by precomposing with the constant map
R→ 1, equivalently j(x) is the map R→ M with constant value x. – This
graph is identical to the 1-skeleton S[1](M),S[0](M) of the complex of singular
cubes, as considered in the Appendix. As expounded there, it carries some
further structure, “subdivision”, which we shall exploit in the Section 5.8.

There also exists a graph of piecewise paths, see Section 5.8.

Example 5.2.4 Let M be a manifold. Then there is a canonical morphism of
reflexive symmetric graphs

[−,−] : M(1)→ P(M) (5.2.1)

defined using affine combinations of neighbour points, as in Section 2.1; ex-
plicitly, if x∼ y in M, we have the path [x,y] : R→M given by t 7→ (1− t) ·x+
t · y. This construction takes the “edge” (x,y) in the graph M(1) to the “edge”
[x,y] : R→M in the graph P(M). Both edges have domain x and codomain y,
and it is also easy to see that the reflexivity- and symmetry structures of these
graphs are preserved by the [−,−]-construction.
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Base change (Full Image)

For groupoids as well as for graphs, one has the notion of full image: if Φ =
(Φ⇒M) is a groupoid, and f : N→M is a map, there is a groupoid f ∗(Φ⇒
M) over N, where an arrow in f ∗(Φ) from u to v (u,v ∈ N) is by definition
an arrow in Φ from f (u) to f (v); and similarly for graphs (using the terms
“vertex” and “edge”, rather than “object” and “arrow”). For the groupoid case,
there is an evident composition of arrows in f ∗(Φ), making it into a groupoid;
this is the full image of Φ⇒M under f . (Thus, groupoids in fact form a fibered
category over the category of manifolds M,N, . . .)

The groupoid M×M×G considered in Example 5.1.5 is a special case: it
is the full image of the groupoid G⇒ 1 along the unique map M→ 1.

A functor ξ : (Ψ⇒ N)→ (Φ⇒M) given by ξ0 : N →M and ξ1 : Ψ→ Φ

may be identified with a functor over N, (Ψ⇒ N)→ ξ ∗0 (Φ⇒M).

Connections

We can now describe the notion of connection in a groupoid, as it may be
rendered in the language of SDG, cf. [35] (Remark 6.4), [45] ,[46].

More precisely, we are discussing the notion of “infinitesimal connection”
or even more pedantically, “first-order infinitesimal connection”.

We consider a groupoid Φ⇒M whose space of objects is a manifold. We
shall compose from left to right in Φ. Recall the graph M(1)⇒M associated
to a manifold M (“first neighbourhood of the diagonal”).

Definition 5.2.5 A connection ∇ in a groupoid Φ⇒M is a morphism of reflex-
ive symmetric graphs from M(1) to (the underlying graph of) Φ.

In other words, if (x,y) ∈M(1) (i.e. if x ∼ y), ∇(x,y) is an arrow x→ y in Φ;
and the following laws hold:

∇(x,x) = idx (5.2.2)

for all x ∈M, and, for all x∼ y,

∇(y,x) = (∇(x,y))−1. (5.2.3)

In the context of SDG, it often happens that (5.2.3) is a consequence of (5.2.2).
Thus, (2.5.2) can be reinterpreted as asserting (5.2.3) for a certain type of
groupoid.

Example 5.2.6 Let λ be an affine connection on a manifold M. It gives rise to a
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connection in the groupoid Π(1)(M)⇒M of invertible 1-jets; in fact, for x∼ y
in M, the transport law ∇(y,x) : M(x)→M(y) (cf. (2.3.14) is an invertible
1-jet from x to y (cf. Propositions 2.3.2 and 2.3.3), thus an arrow x→ y in the
groupoid. It is an easy exercise to see that this correspondence between affine
connections and groupoid-theoretic connections in Π(1)(M)⇒ M is in fact a
bijection. Also, since Π(1)(M)⇒ M is isomorphic to GL(T M → M)⇒ M
(cf. (5.1.1), affine connections may also be construed as groupoid-theoretic
connections in GL(T M→M)⇒M.

This groupoid theoretic connection-notion subsumes the notion of bundle
connection: a bundle connection in a bundle E → M can be construed as a
connection in the groupoid S(E → M); to say that a bundle connection in a
vector bundle E →M is linear is to say that it is a connection in the groupoid
GL(E→M).

The notion of flatness of a bundle-connection is (via the comparison of
Proposition 5.2.10 below), a special case of the following. Let Φ⇒ M be
a groupoid, with M a manifold.

Definition 5.2.7 A connection ∇ in Φ⇒M is called flat or curvature free if

∇(x,y) ·∇(y,z) = ∇(x,z) (5.2.4)

whenever x∼ y, y∼ z, and x∼ z.

Definition 5.2.8 Let ∇ be a connection in the groupoid Φ⇒ M. The curva-
ture of ∇ is the law R = R∇, which to an infinitesimal 2-simplex (x,y,z) in M
associates the arrow

R(x,y,z) := ∇(x,y) ·∇(y,z) ·∇(z,x) ∈Φ(x,x).

Thus (since ∇(x,z) and ∇(z,x) are mutually inverse), R(x,y,z) is an identity
arrow in case two of the three “vertices” are equal; and a connection ∇ is flat
iff all values of R are identity arrows in Φ. The curvature R will be an example
of a (simplicial) 2-form with values in the group bundle gauge(Φ)→M, in a
sense which will be made more explicit in Chapter 6.

Affine connections may be seen as connections in the groupoid S∗(M(1)→
M).

Let F : Φ→Ψ be a morphism (functor) between groupoids over M. Then F
is also a morphism of reflexive symmetric graphs over M, and therefore from
a connection ∇ : M(1)→Φ in Φ, we get by composition a connection F ◦∇ in
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Ψ. This applies in particular to the morphism of groupoids over M

ad : Φ→ Gauge(Φ)⊆S(gauge(Φ))

considered in Example 5.1.8. Thus, if ∇ is a connection in a groupoid Φ⇒M,
we get a connection ad ◦∇ in the groupoid Gauge(Φ)⇒M. This connection
we denote just ad∇:

(ad∇)(x,y) = conjugation by ∇(x,y) = [φ 7→ ∇(y,x) ·φ ·∇(x,y)].

If f : N → M is a map between manifolds, and ∇ is a connection in a
groupoid Φ⇒ M, then since f preserves ∼, it is easy to see that we get a
connection f ∗(∇) in the groupoid f ∗(Φ)⇒ N (= the full image of Φ along f ),
namely

f ∗(∇)(n1,n2) := ∇( f (n1), f (n2))

for n1 ∼ n2 in N. We may call this the pull back of the connection ∇ along f .

Given a group bundle G→M with M a manifold, there is a group Ω1(G→
M) consisting of “1-forms with values in G→M”, meaning maps ω : M(1)→G
with ω(x,y) ∈ Gx, and ω(x,x) = ex (= the unit element in the group Gx).
(Group bundle valued differential forms will be studied in more detail in Chap-
ter 6.)

Proposition 5.2.9 The space C of connections in Φ⇒M carries a canonical
left action by the group G = Ω1(gauge(Φ)) of 1-forms with values in the gauge
group bundle of Φ⇒M, and with this action, it is a translation space over G.

(The sense of the term ‘translation space’ is the evident one: given two
connections in Φ, there is a unique g ∈ G which takes the one connection to
the other, by the left action described.)

Proof. Given a connection ∇ in Φ, and a 1-form ω with values in the gauge
group bundle, we get the connection ω ·∇ in Φ by putting

(ω ·∇)(x,y) := ω(x,y) ·∇(x,y). (5.2.5)

(Note that ω(x,y) is an endo-arrow at x, so that the composition here does
make sense.) Given two connections ∇ and Γ in Φ, their “difference” Γ ·∇−1

is the gauge-group-bundle valued 1-form given by

(Γ ·∇−1)(x,y) := Γ(x,y) ·∇(y,x) = Γ(x,y) · (∇(x,y))−1. (5.2.6)

Then clearly

(Γ ·∇−1) ·∇ = Γ,
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and it is unique with this property. The verifications are trivial.

Proposition 5.2.10 Let E → M be a bundle. Then there is a natural bijec-
tive correspondence between bundle connections in it, and connections in the
groupoid S(E→M).

Proof/Construction. Given a bundle connection ∇, we define a groupoid con-
nection ∇̂ as follows: for x ∼ y in M, the arrow ∇̂(x,y) ∈S(E →M)(x,y) is
the map

e 7→ ∇(y,x)(e),

for e∈Ex; conversely, given a groupoid connection ∇ in S(E→M), we define
a bundle connection ∇̌ by putting

∇̌(y,x)(e) := the value of ∇(x,y) on e.

It is trivial to check that the two processes are inverse of each other. – The
interchange of the order in which x and y occur is due to the fact that we
see the ∇(y,x) of a bundle connection as a function Ex → Ey and that we use
standard functional notation for its action on elements, i.e. write it on the left
of the argument. For the groupoid theory, we compose diagrammatically (left
to right).

In case E →M is a bundle with some fibrewise algebraic structure, there is
similarly a bijective correspondence between bundle connections that preserve
this structure, and connections in the appropriate subgroupoid of S(E→M).

We shall adopt a notational shortcut in the statement and proof of the fol-
lowing result, by writing xy for ∇(x,y) : x→ y. Also, we omit commas; upper
right indices denote conjugation. Then we have (cf. [46])

Theorem 5.2.11 (Combinatorial Bianchi Identity) Let ∇ be a connection in
a groupoid Φ, and let R be its curvature. Then for any infinitesimal 3-simplex
(x,y,z,u),

idx = R(yzu)(yx).R(xyu).R(xuz).R(xzy).

We shall below (Theorem 6.4.1) interpret the expression here as the cobound-
ary or covariant derivative d∇(R) of R in a “complex” of group-bundle valued
forms. This is still a purely “combinatorial” gadget, but we shall later special-
ize to the case of the general linear groupoid of a vector bundle with connec-
tion, and see that our formulation contains the classical Bianchi Identity.
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Proof. With the streamlined notation mentioned, the identity to be proved is

xy.(yz.zu.uy).yx.(xy.yu.ux).(xu.uz.zx).(xz.zy.yx) = idx;

the proof is now simply repeated cancellation: first remove all parentheses,
then keep cancelling anything that occurs, or is created, which is of the form
yx.xy etc., using (5.2.3); one ends up with nothing, i.e. the identity arrow at x.
(This is essentially Ph. Hall’s “14-letter identity” from group theory.)

The piece of drawable geometry which is the core of the theorem is the
following: consider a tetrahedron. Then the four triangular boundary loops
compose (taken in a suitable order) to a loop which is null-homotopic inside
the 1-skeleton of the tetrahedron (the loop opposite the first vertex should be
”conjugated” back to the first vertex by an edge, in order to be composable
with the other three loops). - This is the Homotopy Addition Lemma, in one
of its forms, cf. e.g. [8] (notably Proposition 2).

Note that the Theorem applies to any (non-commutative) tetrahedron of ar-
rows in an arbitrary groupoid. – There are also exist cubical versions, deriving
from a combinatorial identity for the arrows of a (non-commutative) cube in
an arbitrary groupoid, cf. [94].

Remark 5.2.12 A connection in a groupoid Φ⇒ M may be seen as a cross
section in a certain bundle over M, the bundle of connection elements. If x∈M,
a connection element in Φ at x is a section 1-jet δ of the bundle d1 : Φ→ M
with δ (x) = idx ∈Φ, which furthermore satisfies d0(δ (x1)) = x for all x1. Thus,
δ associates to each x1 with x∼ x1 an arrow in φ from x to x1, and to x itself it
associates idx.

If we comprehend the connection elements for all x ∈ M, we get a bundle
over M, the bundle of connection elements in Φ. A cross section of this bundle
thus associates to each x ∈ M a connection element δx at x, and it defines a
connection ∇ in Φ by putting

∇(x,y) = δx(y) : x→ y

for x ∼ y, and conversely, a connection ∇ in Φ defines a section: for x ∈ M,
δx : M(x)→ Φ is given by the same equation, now read from the right to the
left.

5.3 Actions of groupoids on bundles

When discussing groupoids abstractly, we continue to compose from the left to
the right. Therefore also, we consider actions of groupoids G⇒M on bundles
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π : E→M as right actions. Actions are supposed to be associative and unitary.
Usually, we just write the action by concatenation, just as the composition in
a groupoid is written by concatenation; however, sometimes it is clarifying
to have separate symbols for an action, and for the composition; we chose `
for the action, and a dot “·” for groupoid composition. With this notation,
the associative law for the action reads (assuming the relevant book-keeping
conditions, π(a) = d0(g), d1(g) = d0(h)):

(a ` g) ` h = a ` (g ·h).

(Mnemotechnical device for a ` g: think of ` as a hammer; g ∈ G acts on
(hammers on) a ∈ E.) Similarly, the unitary law reads

a ` 1 = a

where 1 is the identity arrow at π(a) ∈ M. – Left actions may similarly be
denoted a. The “hammer” symbol is supposed to bind stronger than other
connectives, thus a+h a b means a+(h a b).

An action of a groupoid Φ⇒M on a bundle E →M may be re-interpreted
as a morphism (functor) of groupoids over M from Φ⇒M to S(E→M), and
vice versa. The proof is essentially as that of Proposition 5.2.10.

If a bundle E→M carries some fibrewise algebraic structure, it makes sense
to say that an action on E→M by a groupoid Φ⇒M preserves this structure:
this is just to say that for each g ∈Φ from x to y, say, the map a 7→ a ` g from
Ex to Ey is a homomorphism of the kind of algebraic structure considered. This
notion may also be encoded by describing a certain subgroupoid of S(E→M);
thus, if E → M is a vector bundle, a Φ⇒ M-action by linear maps may be
encoded as a groupoid homomorphism Φ→ GL(E→M)⊆S(E→M).

Example 5.3.1 Recall from Example 5.1.8 the gauge group bundle gauge(Φ)→
M derived from a groupoid Φ⇒ M. The groupoid Φ acts on the right on
gauge(Φ)→M, by group isomorphisms, using conjugation:

a ` g := g−1 ·a ·g (5.3.1)

where a : x→ x; so a ∈ (gauge(Φ))x, and g : x→ y. This is a reinterpretation
of the groupoid homomorphism ad : Φ→ Gauge(Φ) of Example 5.1.8.

One calls it the adjoint action of a groupoid Φ⇒M on its gauge group bun-
dle; this action clearly preserves the fibrewise group structure. The groupoid
Φ⇒M also acts on the left on gauge(Φ),

g a a := g ·a ·g−1. (5.3.2)
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The discrete groupoid M⇒ M on M acts, in a unique way, on any bundle
over M. For, the only arrows in the category are identity arrows, and their
action is determined by the unitary law.

On the other hand, an action by the codiscrete groupoid M×M⇒M on a
bundle π : E → M is a very strong kind of structure: it amounts to a trivial-
ization of the bundle, i.e. it implies that the bundle is isomorphic to a product
bundle M× F → M for some F . Namely, take F to be the orbit space of
the action, so there is a canonical surjection p : E → F . Define a morphism
φ : E→M×F by sending e ∈ E to (π(e), p(e)). To construct an inverse ψ for
φ , consider (x, f )∈M×F . Since p is surjective, we may pick some e′ ∈E with
p(e′) = f . Let x′ := π(e′). Then we put ψ(x, f ) := e′ ` (x′,x). This does not
depend on the choice of e′; for if e′′ is another choice, p(e′′) = p(e′) = f , so e′′

and e′ are in the same orbit for the action, i.e. there exists an arrow g : x′′→ x′

with e′′ ` g = e′. But there is only one arrow x′′→ x′ in M×M⇒M, namely
(x′′,x′). Then

e′′ ` (x′′,x) = e′′ ` (x′′,x′) ` (x′,x) = e′ ` (x′,x).

Note that for any x ∈ X , Ex is mapped bijectively to F by p, so in this sense
F “is” the fibre of E→M.

Note also that a trivialization of a bundle E →M does not necessarily pre-
serve a fibrewise algebraic structure that may be present in the bundle. Thus, a
vector bundle may conceivably have trivial underlying bundle, without being
trivial as a vector bundle.

A kth order natural structure on a bundle E→M is an action of Π(k)(M)⇒
M on E.

A zero order natural structure is thus an action by Π(0)(M). Since this
groupoid is isomorphic to the codiscrete groupoid M×M ⇒ M, a zero or-
der natural structure on E → M amounts to a trivialization of the bundle,
E ∼= M×F . This is a very strong kind of structure.

Generally, an action by Π(k)(M) for a low k provides a stronger structure
than an action for a high k. This is particularly clear when viewing actions on
a bundle E→M as functors into S(E→M). For, if l ≥ k, we have a canonical
(restriction-) functor

Π
(l)(M)→Π

(k)(M)

over M; so viewing an action by Π(k)(M) on E →M as a functor Π(k)(M)→
S(E →M), one gets an Π(l)(M) action by precomposing with the restriction
functor.

Traditionally, one says then that a vector bundle is tensorial or is a tensor
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bundle if it is equipped with a first order natural structure (assumed to be com-
patible with the fibrewise linear structure).

Examples of first order bundles:

M(1)→M carries a canonical first order natural structure. This is almost tau-
tological: an arrow in Π(1)(M) from x ∈M to y∈M is a bijection f : M1(x)→
M1(y) taking x to y. The fibre of M(1) → M over x is M1(x), so if x′ ∼1 x,
f (x′) makes sense and belongs to M1(y), and this defines the action. It is
better, however, to write x′ f rather than f (x′), since we want composition in
Π(1)(M) to be from left to right. So, explicitly:

x′ ` f := x′ f (5.3.3)

for x′ ∼1 x and f an invertible 1-jet from x to y. (Here, we identify the fibre of
M(1) over x with M1(x).)

The bundles M<k>→M, Whk(M)→M, and M[k]→M all carry first order
structure, by the similar formulae, e.g.

(x0,x1, . . . ,xk) ` f := (y0,x1 f , . . . ,xk f ) (5.3.4)

for f a 1-jet from x0 to y0, and for (x0,x1, . . . ,xk) an element in the fibre over
x0 of M<k>→M or of Whk(M)→M; for the case of the bundle M[k]→M, the
parentheses in (5.3.4) should be replaced by square brackets.

An even more tautological example is the bundle of frames D(n)→M on a
manifold; if k : D(n)→M1(x) is a frame at x ∈M, and f a 1-jet, as above, we
define k ` f := k. f , the composite (from left to right) of the maps k and f .

Examples of tensorial bundles:

T (M)→M carries a canonical tensor bundle structure; it is essentially de-
scribed in the context of Theorem 4.3.4: given a 1-jet f : M1(x)→M1(y), as
in the previous series of examples, and given τ ∈ Tx(M). Since for any d ∈ D,
we have τ(d) ∈M1(x), f (τ(d)) makes sense. The definition of τ ` f then
reads

(τ ` f )(d) := f (τ(d)). (5.3.5)

The fact that this action consists of linear maps follows from Theorem 4.3.4.
The bundle of k-tuples of common-base-point tangent vectors carries, by

the same formulas, a natural first order structure; it is linear w.r.to each of the
k vector bundle structures which are present. (The exact formulation of this
k-fold linearity is somewhat complicated to formulate in abstract terms, so we
shall not be more precise.)
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– Note that the bundle in the last example consists of the inputs of classical
differential k-forms. On the other hand, the bundle of inputs of differential
forms in the microcube formulations does not (for k ≥ 2) carry first order nat-
ural structure; rather:

Example 5.3.2 The bundle of k-dimensional microcubes on M, or of k-dimen-
sional marked microcubes, carry kth order natural structure. This follows be-
cause if τ : Dk→M is a microcube at x, we have for all (d1, . . . ,dk) ∈ Dk that
τ(d1, . . . ,dk) ∈Mk(x), so that a k-jet f : Mk(x)→Mk(y) may be applied to it.
Then

(τ ` f )(d1, . . . ,dk) := f (τ(d1, . . . ,dk)). (5.3.6)

Similarly for marked microcubes. But unlike the bundle of infinitesimal paral-
lelepipeda, the bundle of marked microcubes does not carry 1st order structure
(unless k = 1).

In the examples presented so far, the invertibility of the acting jets did not
play a role. It does so, however, in the following important example of a tensor
bundle:

Example 5.3.3 The cotangent bundle T ∗(M) as considered in Section 4.5 is a
tensor bundle. The description of the action of invertible 1-jets f : x→ y in
M on cotangents in their combinatorial manifestation is particularly simple: if
j is a cotangent at x ∈ M, i.e. a 1-jet from x ∈ M to 0 ∈ R, j ` f is just the
composite j ◦ f−1. On the other hand, if j : Tx→ R is a classical cotangent at
x, we get a classical cotangent j ` f as the composite

Ty(M)
Ty( f−1)

- Tx(M)
j - R.

Proposition 5.3.4 Assume that the bundle E→M is equipped with an lth order
natural structure. Then the bundle Jk(E)→ M may canonically be equipped
with a k + l-order natural structure.

Proof/Construction. Given a k + l-jet f : x→ y and σ ∈ (JkE)x. We should
construct σ ` f ∈ (JkE)y. So to y′∼k y, we should construct (σ ` f )(y′). Since
f : Mk+l(x)→Mk+l(y) is bijective, there is a unique x′ ∼k x with f (x′) = y′,
and hence we have the element σ(x′)∈ Ex′ . Also, since Ml(x′)⊆Mk+l(x), the
k + l-jet f restricts to an l-jet f̂ : x′→ y′. Since E →M by assumption carries
an lth order structure, we have the action ` f̂ : Ex′ → Ey′ . We put

(σ ` f )(y′) := (σ(x′)) ` f̂ .
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Notice that nothing is involved in this construction except for lambda calculus.

5.4 Lie derivative

Given a tensor bundle E → M and a vector field X on M, there is a classical
construction LX , which to a global section f of E→M associates a new global
section LX f of it, its Lie derivative of f along X . When E→M is the constant
bundle M×W → M (with W is a KL vector space), this construction was
already considered in Section 4.4 with notation DX f (provided we identify
sections of M×W → M with functions M →W ); the defining equation was
(4.4.1).

We shall describe the construction of general Lie derivative in groupoid the-
oretic terms. As for DX f , we obtain the more general construction of LX f ,
from a construction on individual jets:

We consider a vector bundle E → M equipped with an action (left action,
say) by the 1-jet groupoid Π(1)(M) (actually, it suffices that the graph of near-
identities in this groupoid acts, see the Remark 5.4.1 below). The fibres of
E→M are supposed to be KL vector spaces.

For any vector field X on M, we shall define LX : J1(E)x → Ex, for any
x ∈M. Recall the infinitesimal transformations Xd : M→M of the vector field
(Section 4.9).

Consider a 1-jet section f at x, f : M1(x) → E. Let d ∈ D; we cannot
immediately compare f (Xd(x)) and f (x), since they live in different fibres of
E → M. But we can transport f (Xd(x)) back to the x-fibre by means of the
action of inverse of the 1-jet at x of Xd . This leads to the following recipe:

For each d ∈ D, we form in Ex the difference[
( jx

1Xd)−1 a f (Xd(x))
]
− f (x). (5.4.1)

(Here, ‘a’ denotes the left action.) Note that Xd : M → M is an invertible
map, so its 1-jet jx

1Xd at x is an invertible map M1(x)→M1(Xd(x)), i.e. an
arrow x→ Xd(x) in Π(1)(M); the inverse of this arrow then acts on f (Xd(x)) ∈
EXd(x) to bring it back to Ex. If d = 0, the difference (5.4.1) is 0, so by KL
for Ex, it may be written, as a function of d ∈ D, in the form d ·LX ( f ) for a
unique LX ( f ) ∈ Ex, and this element is the Lie derivative of f along X . So the
characterizing equation for the Lie derivative LX f , for an individual jet f , is
that for all d ∈ D,

d ·LX f =
[
( jx

1Xd)−1 a f (Xd(x)
]
− f (x).

Here, f is a 1-jet of a section at x of E →M. If f : M→ E is an everywhere
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defined section, we get another section LX f by sending x ∈M to LX fx, where
fx is the 1-jet of f at x, i.e. the restriction of f to M1(x).

We note that to define LX f , for f a section 1-jet at x, we don’t need to
know the whole infinitesimal transformation Xd : M→ M, only its 1-jet at x;
equivalently, we do not need to know the whole X as a section of T (M)→M;
we only need a 1-jet section of T (M)→M at x, i.e. we need to know an element
of J1(T (M)).

The construction of LX f thus provides a map of bundles

L : J1T M×M J1E→ E.

The construction itself does not depend on the fact that the action a of Π(1)M⇒
M on E →M is by fibrewise linear maps; however, linearity of the action im-
plies, as is easily seen (using Theorem 1.4.1) that LX f , for fixed X , depends in
a linear way on f . It is also easily seen to be linear in X , for fixed f .

The classical Lie derivative for global sections f of E →M along a vector
field on M comes about by noting that a vector field on M, i.e. a global section
X of T M→ M, prolongs to a global section X (1) of J1T M→ M, cf. Section
2.7. Then the classical LX f comes about from the above L as the composite

M
(X (1), f )- J1T M×M E

L - E.

Remark 5.4.1 The arrow jx
1Xd used in (5.4.1) is a near-identity arrow in the

groupoid in question (meaning that it is a 1-neighbour of an identity arrow),
since for d = 0, it is an identity arrow. Therefore, to define Lie derivatives of
1-jet sections of E →M, it suffices to have a unitary action on E →M by the
(reflexive symmetric) graph consisting of the near-identities of Π1(M).

The Lie bracket [X ,Y ] of vector fields is a special case of Lie derivatives.
The tangent bundle T M → M of a manifold is a tensor bundle (see Section
5.3). Therefore, the Lie derivative construction L : J1T M×M J1E → E, as a
bundle map, applies with E = T M, so we have a Lie derivative map

L : J1T M×M J1T M→ T M.

In particular, given two vector fields, i.e. global sections T M→M, say X and
Y , we may prolong these to sections X (1) and Y (1) of J1T M→M; jointly, they
provide a section (X (1),Y (1)) of J1T M×M J1T M, which we may compose by
L. We have

Proposition 5.4.2 We have

L◦ (X (1),Y (1)) = [X ,Y ] : M→ T M,
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in standard short notation, LXY = [X ,Y ].

Proof. Let m ∈ M; we denote the 1-jet at m of X by X , and similarly for Y .
Then by definition of Lie derivative, we have for any d1 ∈ D that

d1 ·LXY =
(
( jx

1Xd1)
−1 a Y (Xd1(m))

)
−Y (m), (5.4.2)

where the subtraction is to be performed in TmM. Now subtraction of tangent
vectors at a fixed m ∈ M can be performed by using affine combinations of
mutual neighbour points in M, see (4.2.4). In particular, the value of (5.4.2) on
d2 ∈ D is given by the affine combination(

( jx
1Xd1)

−1 a Y (Xd1(m))
)
(d2)−Y (m)(d2)+m,

which by the tautological construction of the action a unravels into

X−1
d1

(
Yd2(Xd1(m))

)
−Yd2(m)+m.

Referring to the notation of (4.9.1), this is the affine combination

q−q′+m.

But q− q′+ m = [X ,Y ](m,d1 · d2), by Proposition 4.9.1. So we have proved
the first equality sign in

(d1 ·LXY )(d2) = [X ,Y ](m,d1 ·d2) =
(
d1 · [X ,Y ]

)
(m,d2)

(omitting the fixed m∈M from notation). Cancelling the universally quantified
d1 yields (LXY )(d2) = [X ,Y ](d2). Since this holds for all d2, LXY = [X ,Y ] (at
the given point m).

Note the advantage of the LXY -description over the “pentagon” (= group
theoretic commutator) description; the description of the latter does not reveal
that the field vector of [X ,Y ] at m only depends on the 1-jets of X and Y at
m, since the point p in the pentagon only can be asserted to be a second order
neighbour of m, so that the pentagon-style constructionq := X(p,−d1) requires
knowledge of the 2-jet of X at m.

5.5 Deplacements in groupoids

The deplacement bundles to be introduced now are, for suitable groupoids,
their Lie algebroids. The Lie algebra Te(G) of a Lie group G is a special
case. Deplacements in groupoids were considered by Ehresmann in [17]; their
comprehension into an algebroid is due to Pradines [100].
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Definition 5.5.1 A deplacement in a groupoid Φ⇒M is a map X : D→Φ such
that all X(d) have the same domain x ∈M, and such that X(0) is the identity
arrow idx.

We say then that X is a deplacement at x. Thus, a deplacement looks like this:

~sjj

A tangent vector τ to M may be seen as a deplacement τ in the groupoid
Π(0)M⇒M, i.e. in the codiscrete groupoid M×M⇒M, by putting τ(d) :=
(τ(0),τ(d)).

The deplacements in Φ⇒ M at x ∈ M form, as x ranges, a bundle over
M. We denote it A (Φ)→M (notation from [95]), and call it the deplacement
bundle. Its total space is is clearly a subspace of the total space T (Φ) of tangent
vectors to Φ. In fact, a deplacement X at x may be seen as a tangent vector at
idx ∈Φ which is d0-vertical, in the sense that d0◦X is the zero tangent at x. If Φ

is a manifold (or even just microlinear), linear combinations of deplacements
at x (as formed in Tidx(Φ)) again are deplacements, so A (Φ)→M is a vector
bundle.

Any deplacement X has an underlying tangent vector X : D→ M, namely
the map which takes d ∈ D to the codomain ∂1(X(d)) of the arrow X(d); it is
called the anchor of X . (We also say that X is a deplacement along X .) Thus
there is a map of bundles over M, the anchor map A (Φ)→ T M. If Φ and M
are manifolds (or just micro-linear spaces), the anchor map is fibrewise linear.

We have more generally a notion of D′-deplacement in Φ ⇒ M for any
pointed object D′. We leave it as an easy exercise for the reader to see that
a D′-deplacement in Φ ⇒ M is tantamount to a functor from the groupoid
D′×D′⇒ D′ to Φ⇒M.

We note that for a constant bundle E = (M×F)→M, a deplacement X in
the groupoid S(E→M)⇒M at x∈M amounts to a pair (τ,σ) with τ ∈ Tx(M)
and σ ∈ Tid(S(F)); then τ is the anchor of X .

Recall that for a vector bundle E → M, we have the groupoid GL(E) =
GL(E → M) of linear isomorphisms between the fibres. Then we have an
exact sequence of vector spaces

0→ [Ex,Ex]→A (GL(E))x→ TxM→ 0
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where square brackets denote “space of linear maps”.

Example 5.5.2 Recall that for a manifold M, we have the groupoid Π(1)M⇒
M, where an arrow x→ y is an invertible 1-jet from x to y, i.e. an invertible
M(x)→M(y) with x 7→ y. Given a deplacement X at x ∈M in this groupoid,
we construct a 1-jet section X̂ of T M→M by putting, for y∼ x

X̂(y)(d) := X(d)(y).

The anchor X of this deplacement is X̂(x) ∈ Tx(M). Conversely, given a 1-jet
section X̂ at x of T M → M, and given d ∈ D, we get a 1-jet X(d) from x to
X(x)(d) by putting, for y∼ x,

X(d)(y) := X̂(y)(d).

It is not immediate that this X(d) is an invertible 1-jet; this can be verified by
working in coordinates.

It is clear that these two processes X ↔ X̂ are mutually inverse; thus: 1-jets
of vector fields on M are tantamount to deplacements in Π(1)M⇒M.

Combining with Theorem 4.3.4 (in the explicit form of (5.1.1)) we there-
fore also have: 1-jets of vector fields on M are tantamount to deplacements in
GL(T M→M).

The Lie algebroid of a groupoid

We consider now a groupoid Φ⇒M, where M is a manifold and where Φ is
microlinear. Then we have the vector bundle of deplacements in Φ, namely
A (Φ)→M, as described above. We shall describe a “Lie bracket”

J1A (Φ)×M J1A (Φ)→A (Φ)

providing A (Φ)→M with the structure of what is called Lie algebroid struc-
ture ([100], [80]).

For simplicity, we first consider the case of the Lie bracket of two deplace-
ment fields X and Y , i.e. global sections of A (Φ)→M, not just section 1-jets.
(This is anyway the classical formulation cf.[80] III Def. 2.1.) The Lie bracket
of vector fields on M will be a special case, namely by considering the groupoid
M×M⇒M.

A deplacement field X in Φ⇒M thus provides for each m∈M and d ∈D an
arrow X(m,d) : m→ X(m,d), where X(m,−) is the anchor of the deplacement
X(m,−). Then X itself is an ordinary vector field on M, called the anchor of
the deplacement field.
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Such a deplacement field X gives rise to a vector field X̃ on Φ, namely

X̃(φ ,d) := φ ·X(n,d),

where n is the codomain of the arrow φ (we compose from left to right). One
may characterize vector fields on Φ which arise in this way as the left invariant
vertical vector fields on Φ, with suitable understanding of the words; if Φ is
microlinear, the Lie bracket of vector fields on Φ makes sense, and it can be
proved that the Lie bracket of vertical left invariant vector field is again vertical
left invariant, thus inducing a Lie bracket for any two deplacement fields. We
shall give another description of the bracket which is more “compact” in the
sense of not involving the whole of Φ.

Let us note the following property, which holds under the assumption of
microlinearity of Φ: let X be a deplacement field in Φ, with anchor X . Then
for m ∈M and d ∈ D,

(X(m,d))−1 = X(n,−d) (5.5.1)

where n = X(m,d). This can be seen by considering the vector field X̃ on Φ,
as described above. From the general theory of microlinear spaces, we know
that the infinitesimal transformation X̃−d is inverse of X̃d . In particular

idm = X̃−d(X̃d(idm)) = X(m,d) ·X(n,−d)

where n is X(m,d).
The anchors X and Y of X and Y are then vector fields on M, and we may (for

m ∈ M and (d1,d2) ∈ D×D) form the pentagon (4.9.1), with n := X(m,d1),
p = Y (n,d2) etc.; but now we replace the straight line segments connecting m
to n, n to p, etc., by arrows in the groupoid Φ; thus the line segment from m
to n is replaced by the arrow X(m,d1) : m→ X(m,d1) = n; the line segment
from n to p is replaced by the arrow Y (n,d2) : n→ Y (n,d2) = p; . . . ; the line
segment from q to r is replaced by Y (q,−d2) : q→ Y (q,−d2) = r. These four
arrows are composable in Φ, and the composite is an arrow m→ r. If either
d1 or d2 is 0, we get the value idm for the composite arrow, which therefore by
microlinearity of Φ is of the form t(d1 · d2) for some unique t : D→ Φ with
t(0) = idm, and this t, we declare to be [X ,Y ]. This construction is clearly a
generalization of the “pentagon” (= group theoretic commutator) construction
of Lie bracket of vector fields.

Let us also give the construction of [X ,Y ] in terms of strong difference, cf.
[95]. Besides the arrows X(m,d1) : m→ n and Y (n,d2) : n→ p, we have the
arrows Y (m,d2) : m→ q′ and X(q′,d1) : q′ → p′). To construct these four
arrows, we need only to know the 1-jets of X and Y at m. Also, if (d1,d2) ∈
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D(2)⊆ D×D, p = p′ and q = q′, as for 1-jets of vector fields. Therefore, for
(d1,d2) ∈ D(2), we can make the following composite arrow m→ m in Φ:

m
X(m,d1)- n

Y (n,d2)- p
X(p,−d1)- q

Y (q,−d2)- m. (5.5.2)

We claim that this has constant value idm on D(2). It suffices by microlinearity
of Φ to see that we get value idm if d1 = 0 and also if d2 = 0. But this is clear:
if for instance d2 = 0, n = p and m = q, so the composite is

m
X(m,d1)- n

idn - n
(X(n,−d1))- m

idm - m.

It follows from (5.5.1) that for (d1,d2) ∈ D(2), the two composites

m
X - n

Y (n,d2)- p (5.5.3)

and

m
Y (m,d2)- q′

X(q′,d1)- p′ (5.5.4)

agree as arrows m→ p = p′; it follows that we may form the strong difference
of the functions D×D→Φ described by (5.5.4) and (5.5.3), and this will pro-
vide us with the tangent vector t : D→ Φ, and again, we declare [X ,Y ](m,−)
to be this t. Note that the construction only uses the values of X and Y on
neighbour points n and q′ of m; thus, the construction defines, for each m ∈M,
a map

J1(A (Φ))m× J1(A (Φ))m→A (Φ)m.

Jointly, we get a bundle map

J1(A (Φ))×M J1(A (Φ))→A (Φ),

which provides the vector bundle A (Φ)→M with algebroid structure.

5.6 Principal bundles
A main example to have in mind is the frame bundle of a manifold, as consid-
ered in Section 2.2. We shall return to this motivating example.

Recall that a groupoid Φ⇒M is called transitive if for any x,y ∈M, there
is at least one arrow in Φ from x to y. We compose from left to right in the
present Section.

One way of formulating an abstract algebraic notion of “principal bundle”
is by making it subordinate to the notion of groupoid, more precisely to the
notion of principal groupoid (cf. [54]):
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Definition 5.6.1 A principal groupoid is a transitive groupoid Φ⇒ N whose
space N of objects is given as M +{∗}.

So the space of objects is decomposed into a special point ∗ and “the rest”
M. In the applications, M will be a manifold. The set of arrows with codomain
∗ and with domain in M organizes itself into a bundle P over M, with the
structural map P → M given by domain formation. It is a surjective map,
by the assumed transitivity of Φ. It is the principal bundle associated to the
principal groupoid Φ⇒M +{∗}.

The group G := Φ(∗,∗) acts from the right on P→M by post-composition
in Φ. Let us temporarily denote this action `. The action is fibrewise, and, in
each fibre, it is free and transitive: if p,q ∈ Px with x ∈ M, there is a unique
g ∈ G with p ` g = q, namely g = p−1 ·q.

For the case of the frame bundle on an n-dimensional manifold M, the
groupoid Φ in question may be described as follows. Consider the n-dimensional
manifold M +Rn, and the groupoid Π(1)(M +Rn) of invertible 1-jets between
points of this manifold. Now take Φ to be the full subgroupoid of this groupoid
given by the subset of M +{0} ⊆M + Rn (here, 0 denotes the 0 of Rn). Thus
P→M in this case is the set of invertible 1-jets from points x of M to 0 ∈ Rn.
Such a jet is exactly what we in Section 2.2 called (the inverse of) a frame at x.
Therefore, an element u ∈ Px may be called an (abstract) (co-) frame at x ∈M.
In the following, we omit the phrase “co-”†

Since elements in Px should be thought of as (abstract) frames, a cross sec-
tion k of P→M may be thought of as an (abstract) framing.

Associated to the principal groupoid Φ⇒ (M +{∗}) is the full subgroupoid
of Φ given by the subset M ⊆M + {∗}. It deserves the notation PP−1 ⇒M;
for, every arrow x→ y in it may be written p ·q−1 with p∈Px = Φ(x,∗) and q∈
Py = Φ(y,∗). For similar reasons, G deserves the notation P−1P. The groupoid
PP−1⇒M acts on the left on the bundle P→M, the group P−1P(= G) acts,
fibrewise, from the right; the actions commute with each other – this is just the
associative law for the composition in the groupoid Φ.

Remark 5.6.2 The principal groupoid Φ→ M + {∗} may be reconstructed
from P→M together with some suitable algebraic structure on it; classically,
this extra algebraic structure consists in the group G and a free fibrewise tran-
sitive action on P by G; an alternative approach, cf. [54], is to give the extra
algebraic structure in terms of a certain partially defined ternary operation, pro-

† It is anyway a matter of convention whether a map or its inverse deserves the name “frame”
or “coframe”; like also left-to-right or right-to-left is conventional, and we have changed the
conventions compared to the Section 2.2 on framings.
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viding P→M with a pregroupoid structure, namely (for the case of a principal
groupoid) p · q−1 · r (where q and r are in the same fibre, i.e. have the same
domain).

This “reconstruction”-fact makes it meaningful to talk not only about the
principal bundle associated to a principal groupoid Φ⇒ M + {∗}, but also
conversely; in [54], we called Φ⇒ M + {∗} the enveloping groupoid of the
principal bundle P. In particular, we may talk about the groupoid PP−1⇒M
associated to the principal bundle P→M (Ehresmann), and also we may talk
about the group G = P−1P of the principal bundle (classically, G is given prior
to the bundle).

An advantage of the principal groupoid viewpoint is that both the right ac-
tion on P→M by G = P−1P and the left action by PP−1⇒M, as well as the
multiplication in G, are all restrictions of the composition · in the groupoid Φ,
and as such, do not deserve special notation like `.

An arrow u : x→ y in a groupoid Φ⇒ N gives rise to a conjugation group-
isomorphism Φ(x,x)∼= Φ(y,y), sending r∈Φ(x,x) to u−1 ·r ·u∈Φ(y,y) (where
x and y are ∈ N). In particular, consider the case Φ⇒M +{∗} of a principal
groupoid with π : P→ M the associated principal bundle; let y = ∗. Then
u ∈ Px = Φ(x,∗) induces a group isomorphism r 7→ u−1 · r · y

PP−1(x,x)∼= P−1P.

Therefore, all the groups PP−1(x,x) are isomorphic to the group P−1P, the
structural group G of the principal bundle; but not canonically so, unless G is
commutative.

The classical notion of reduction of a principal G-bundle to a subgroup H
can also conveniently be formulated in terms of principal groupoids. If H ⊆G
is a subgroup, we get for each u∈ Px, by the conjugation isomorphism induced
by u, a subgroup of PP−1(x,x), namely u ·H ·u−1.

Let now Φ⇒ M + {∗} be a principal groupoid, with associated principal
bundle P→ M. A reduction of it is a subgroupoid Ψ of Φ⇒ M + {∗}, with
the same set of objects, and which is transitive.

So Ψ⇒M +{∗} is itself a principal groupoid; the associated principal bun-
dle Q→M is a sub-bundle of P→M; the associated group H := Ψ(∗,∗) is a
subgroup of G = Φ(∗,∗). The classical terminology is that Q→M is a reduc-
tion of the principal G-bundle P→M to the subgroup H ⊆ G.

A reduction Ψ of P→M to {e} ⊆G is tantamount to a cross-section of P→
M. For, all vertex groups Ψ(y,y) of Ψ are trivial (y ∈M +{∗}), in particular, if
x ∈M, there is exactly one element ψ(x) in Ψ(x,∗) = Px, and this ψ is a cross
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section of P→M. Conversely, a cross section ψ of P→M gives a subgroupoid
of PP−1consisting of arrows of the form ψ(x) ·ψ(y)−1, whose vertex groups
are trivial; extend it in the unique way to a subgroupoid Ψ of Φ.

A subgroup H ⊆ G gives rise to an equivalence relation ≡H on each fibre
Px of P→ M (x ∈ M) namely, for u,v in Px, u ≡H v iff u−1 · v ∈ H, i.e. if the
unique g ∈ G with u ·g = v is in H.

5.7 Principal connections
In the present Section we shall continue to work algebraically with principal
groupoids Φ⇒M + {∗}, so we shall keep composing from left to right; P is
therefore defined as the set of arrows with domain in M, and with codomain ∗.
The map π : P→M is domain-formation. Composition in Φ will be denoted
by a multiplication dot ·. Recall the full subgroupoid PP−1 ⇒ M of Φ⇒
(M + {∗}); it acts on the bundle P → M from the left. Also we have the
associated group G = Φ(∗,∗) = P−1P, which acts, fibrewise, on P, on the
right.

Proposition 5.7.1 There is an equivalence between the following two kinds of
data:

1) A connection in the groupoid PP−1⇒M
2) A bundle connection on P→M, whose transport mappings Py→ Px pre-

serve the right G-action.

Such data is called a principal connection on the principal bundle P. The
data in the form 2) is the traditional way to present this data.

Proof. Given a connection ∇ in the groupoid PP−1⇒M, we produce a bundle
connection on the bundle P→M as follows (we write the action of the graph
M(1)⇒M on P on the left, using the symbol a): for x∼ y, and a ∈ Py,

(x,y) a a := ∇(x,y) ·a;

in terms of the composition in the groupoid Φ, this is the composite

x
∇(x,y)- y

a - ∗.

The right equivariance for the right action by G = Φ(∗,∗) follows from asso-
ciativity of the groupoid composition.

Conversely, given a bundle connection on P→M, written in terms of a left
action a by M(1) on P→M, we define ∇(x,y) : x→ y to be

((x,y) a a) ·a−1 (5.7.1)
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where a is an arbitrary element in Py (such elements exist, since Φ is transitive).
To see that this is independent of the a ∈ Py chosen, consider another one, say
b ∈ Py. Then again by transitivity, there exists a g ∈ G with b = a ·g. Then

((x,y) a b) ·b−1 = ((x,y) a (a ·g)) · (a ·g)−1, (5.7.2)

and since we assume that the bundle connection a is right G-equivariant, (x,y)a
(a ·g) = ((x,y) a a) ·g, and then (5.7.2) immediately rewrites into (5.7.1).

Bundle connections in bundles E→M with some fibrewise algebraic struc-
ture may sometimes be encoded as principal connections in a principal groupoid,
or equivalently, in principal bundles: this happens if all the fibres Ex are iso-
morphic. To be concrete, let us consider a vector bundle E →M such that all
the fibres are linearly isomorphic, say isomorphic to Rn. Then the groupoid
GL(E →M) appears as PP−1 of a principal groupoid Φ⇒M +{∗} where Φ

is the groupoid of linear isomorphisms between vector spaces which are either
= Ex for some x ∈M, or = Rn, where Rn is placed as the fibre over the isolated
point ∗. Then a groupoid connection on PP−1⇒M amounts to a linear bundle
connection on the bundle E→M.

Consider now a principal bundle π : P→ M where not only M, but also P
is a manifold. We keep doing calculations in the enveloping groupoid Φ⇒
(M +{∗}), and the group G of the principal bundle is thus Φ(∗,∗).

Then a principal connection ∇ on P gives rise to a G-valued 1-form ω on P,
called the connection form: Let π : P→M be the structural map (=domain for-
mation for arrows with codomain ∗ and domain in M). For u and v neighbours
in P, with π(u) = a, π(v) = b, put

ω(u,v) := u−1 · (∇(a,b) · v). (5.7.3)

Note that both u and ∇(a,b) · v are in the π-fibre over a, so that the “fraction”
u−1 · (∇(a,b) · v) makes sense as an element of P−1P.

The defining equation is equivalent to

u ·ω(u,v)︸ ︷︷ ︸
∈P−1P

= ∇(π(u),π(v))︸ ︷︷ ︸
∈PP−1

·v. (5.7.4)

Let us agree that (for u,v in P a pair of neighbours in P) ∇(u,v) denotes
∇(π(u),π(v)). Then the equation (5.7.4) may be written

u ·ω(u,v) = ∇(u,v) · v. (5.7.5)

It is possible to represent the relationship between ∇ and the associated ω by
means of a simple figure:
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u

v• �

6· ω(u,v)

∇(u,v)·

The figure reflects something geometric, namely that ω(u,v) acts inside the
fibre (“vertically”), whereas the action of ∇ defines a notion of horizontality.

Note that if u and v are in the same fibre, say in the fibre over a ∈M, there is
a unique g∈G with u ·g = v. In terms of the principal groupoid defining P, this
g is g = u−1 · v; if furthermore u ∼ v, ω(u,v) = g. This follows from (5.7.5),
since ∇(a,a) is an identity arrow. We conclude that if u and v are neighbours
in P and in the same fibre, then

ω(u,v) = u−1 · v. (5.7.6)

We shall relate flatness of a principal connection to closedness of the cor-
responding 1-form. Let ∇ be a principal connection in a principal bundle
π : P→ M; then for any infinitesimal 2-simplex (x,y,z) in M, we have the
curvature R∇(x,y,z) ∈Φ(x,x) = PP−1(x,x); and we have the connection form
ω , which is a G-valued 1-form on P (where G = P−1P).

Then the R = R∇ and ω are related as follows: for any infinitesimal 2-
simplex u,v,w in P, we have

u ·dω(u,v,w) = R(π(u),π(v),π(w)) ·u. (5.7.7)

This is a trivial calculation, using (5.7.5) three times; we use the abbreviated
notation ∇(u,v) for ∇(π(u),π(v)):

u ·dω(u,v,w) = u ·ω(u,v) ·ω(v,w) ·ω(w,u)

= ∇(u,v) · v ·ω(v,w) ·ω(w,u)

= ∇(u,v) ·∇(v,w) ·w ·ω(w,u)

= ∇(u,v) ·∇(v,w) ·∇(w,u) ·u
= R(u,v,w) ·u

(where R(u,v,w) is abbreviation for R(π(u),π(v),π(w))).

The relationship between dω and R in particular implies a relationship be-
tween closedness of the 1-form ω and flatness of the connection ∇. Let us call
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a map π : P→ M between manifolds a submersion if for any u ∈ P, and any
infinitesimal k-simplex X in M with first vertex π(u), there exists an infinites-
imal k-simplex X ′ in P with first vertex the given u, and mapping by π to X .
Clearly, if P→M is locally a product M×F →M, it satisfies this condition.

Proposition 5.7.2 If the principal connection ∇ is flat, the connection form ω

is closed; the converse holds provided that π is a submersion.

Proof. Let u,v,w be an infinitesimal 2-simplex in P, and assume that ∇ is flat,
so all values of R are identity arrows in PP−1. To see that dω(u,v,w) = e,
it suffices to see that u ` dω(u,v,w) = u (the right action by G on P being
free). But this is immediate from (5.7.7). The converse implication goes by
the same calculation run backwards, once it gets started: given an infinitesimal
2-simplex x,y,z in M: given u above x, we use the “submersion” assumption to
pick an infinitesimal 2-simplex u,v,w, above x,y,z; then the calculation gives
that ∇(x,y) ·∇(y,z) ·∇(z,x) acts trivially on u, so is an identity arrow, so ∇ is
flat.

Since R measures the curvature of ∇, the relationship expressed by (5.7.7),
and by the Proposition in particular, motivates the name curvature form for the
G-valued 2-form dω on P.

Consider a cross section k of P→M (an “abstract framing”). It gives rise to
a principal connection, i.e. to a connection ∇k in the groupoid PP−1⇒M; it is
given by

∇k(x,y) = k(x) · k(y)−1.

It is trivial to verify that connections coming about in this way from a framing
are flat.

We shall consider the question of a converse. The following is a general-
ization of Proposition 3.7.3 concerning which affine connections locally come
about from framings. As there, we make an assumption on closed 1-forms;
now it is the assumption that closed P−1P-valued 1-forms on M locally are
exact; we shall assume that the bundle P→ M locally admits cross-sections.
Also, we assume that P itself is a manifold. (A slight modification of the proof
will reveal that this last hypothesis is redundant.)

Proposition 5.7.3 Under these assumptions, if ∇ is flat, then it locally comes
about from a framing.

Proof. Because of the local nature of the conclusion, we may as well assume
that P→M admits not only local sections, but admits a global section h : M→
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P. We know from flatness of ∇ and from Proposition 5.7.2 that the connection
form ω on P is closed. Therefore also the form h∗(ω) on M is a closed form.
As a closed P−1P-valued 1-form on M, it is therefore locally exact; so locally,
we may find g : M→ P−1P with

h∗(ω)(x,y) = g(x)−1 ·g(y)

for x ∼ y in M, i.e. with ω(h(x),h(y)) = g(x)−1 ·g(y). Therefore, the relation
(5.7.4) between ∇ and ω gives, with u := h(x), v := h(y) that ∇(x,y) · h(y) =
h(x) · [g(x)−1 ·g(y)], or by rearranging,

∇(x,y) = h(x) ·g(x)−1 ·g(y) ·h(y)−1,

and this shows that the framing k given by k(z) := h(z) ·g(z)−1 satisfies k(x) ·
k(y)−1 = ∇(x,y).

This proves the Proposition. (An alternative proof: prove the Proposition for
constant principal bundles, and then prove that a (local) cross section, as the h
used in the proof, provides a (local) isomorphism of the given bundle with a
constant one.)

A principal connection ∇ in P gives rise to a bundle connection ∇̃ on P→M,
i.e. a left action a

∇̃(x,y) a u := ∇(x,y) ·u,

where the dot on the right hand side is simply the composition in the principal
groupoid defining the principal bundle. As a bundle connection in the bundle
P→M, ∇̃ gives rise to a geometric distribution ≈ in P transverse to the fibres,
by the recipe described in Section 2.6 – the horizontality distribution for ∇.
And we know (Proposition 2.6.15) that if ∇ is flat, then ≈ is involutive (and
vice versa, under a mild hypothesis). Note that the distribution ≈ is right
invariant, in the sense that u≈ v implies u ·g≈ v ·g; for,

u≈ v iff ∇(x,y) · v = u iff ∇(x,y) · v ·g = u ·g iff v ·g≈ u ·g,

since the left action by ∇ commutes with the right action by G. – There is no
need to distinguish ∇̃ from ∇ itself, nor to keep a, as it is just another name for
the composition in the principal groupoid.

Summarizing some of the above, we have, for a principal bundle π : P→M
with group G,

Proposition 5.7.4 Given a principal connection ∇ on π : P→M (π assumed
to be a submersion). If the corresponding G-valued 1-form is closed, the dis-
tribution ≈ corresponding to ∇ is involutive.
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Note that for u∼ v in P, above x∼ y in M,

u≈ v iff ∇(x,y) · v = u iff u ·ω(u,v) = u iff ω(u,v) = e. (5.7.8)

We consider again a principal bundle P → M with group G, and with a
principal connection ∇, with associated G-valued connection form ω . To say,
as in the Proposition, that the connection form is closed can also be expressed:
all values of the curvature form dω are in the subgroup {e} of G. We generalize
this into other subgroups H of G.

Besides the “∇-horizontal” distribution≈ considered above (u≈ v if ω(u,v)=
e), any Lie subgroup H of G gives rise to another coarser distribution∼H , given
by

u∼H v iff ω(u,v) ∈ H

for u ∼ v in P. For H = {e}, ∼H is the horizontal distribution. We may say
that the relation u ∼H v expresses “horizontality modulo H”. – With P→M,
∇ and ω as above, we have:

Proposition 5.7.5 Assume dω takes all its values in the subgroup H ⊆G. Then
the distribution ∼H is involutive.

Proof. Let u,v,w be an infinitesimal 2-simplex in P with two of its sides hori-
zontal mod H, say (u,v) and (u,w), i.e. ω(u,v)∈H and ω(u,w)∈H. Consider
dω(u,v,w):

dω(u,v,w) = ω(u,v) ·ω(v,w) ·ω(w,u).

By assumption, this threefold product is in H. Since two of the factors are in
H by assumption, then so is the third, ω(v,w) ∈ H, i.e. v∼H w.

Recall from Section 2.6 that we call a distribution≈ on M totally an-holonomic
if for any two points x and y in M, there is a connected set which is an integral
set for≈ and which contains both x and y. If a distribution≈′ is coarser than≈
(so x≈ y implies x≈′ y), integral sets for ≈ are also integral for ≈′. It follows
that if ≈ is totally an-holonomic, then so is ≈′. The coarsest distribution on
M is by definition the neighbour relation ∼. Since any subset of M is an inte-
gral subset for this distribution, it follows that M is connected iff ∼ is totally
an-holonomic.

If M is connected, an involutive distribution is totally an-holonomic iff M
itself is a leaf (assuming that we can use the Frobenius Theorem). If a man-
ifold admits a totally an-holonomic distribution, it is connected. And if the
distribution is furthermore involutive, it is trivial, meaning equal to ∼.
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Let now P→M be a principal bundle (with P and M manifolds), with group
G; let ∇ be a principal connection on P, with ω as connection form (a G-valued
1-form on P). Let H ⊂ G be a Lie subgroup (i.e. with MG(e)∩H = MH(e)).

Proposition 5.7.6 Assume that the horizontality distribution ≈ for ∇ is totally
an-holonomic. Assume also that all values of dω are in H, and that G is
connected. Then H = G.

Proof. The distribution ∼H is coarser than the horizontality distribution, and
so ∼H is likewise totally an-holonomic. Since ∼H is furthermore involutive,
by Proposition 5.7.5, P itself is the only leaf. From this, we want to deduce that
H = G; since G is connected, it suffices, by “linear sufficiency” (see Proposi-
tion 9.6.7) to see that M(e)G ⊆ H. Pick any x ∈ P, above a ∈ M, say. Let
g ∈MG(e); then x · g ∼ x. Since P is an integral manifold for ∼H , it follows
that x ·g∼H x, or equivalently g ∈ H.

We shall in the end of the next Section give heuristic arguments why Propo-
sition 5.7.6 is a version of the Ambrose-Singer Theorem, asserting that, with
suitable provisos, the curvature of a principal connection generates it local
holonomy.

5.8 Holonomy of connections

Recall that for any space M, we have the “codiscrete” groupoid M×M⇒M.
Let Φ = (Φ⇒ M) be a groupoid. A functor ∇ from M×M⇒ M to Φ is

called a (total) trivialization of Φ.
So for x and y in M, ∇(x,y) is an arrow x→ y in Φ; ∇(x,x) is idx; also

∇(x,y) is inverse of ∇(y,x), and

∇(x,y) ·∇(y,z) = ∇(x,z) (5.8.1)

for all x,y,z in M.
Sometimes, we call such trivialization a total trivialization, because there

is a more general notion, partial trivialization of a groupoid Φ⇒ M along a
map f : N → M; this is by definition a total trivialization ∇ of the groupoid
f ∗(Φ), thus for n1 and n2 in N, ∇(n1,n2) is an arrow f (n1)→ f (n2) in Φ,
and ∇(n,n) = id f (n), for all n ∈ N, and similarly for the other equations:
∇(n2,n1) = ∇(n1,n2)−1 and ∇(n1,n2) ·∇(n2,n3) = ∇(n1,n3).

Trivializations pull back in an evident sense. If Φ⇒M is a groupoid, and
if f : N → M is an arbitrary map, a total trivialization ∇ of Φ gives rise to a
total trivialization f ∗(∇) of f ∗(Φ), i.e. a to a partial trivialization of Φ along
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f , f ∗(∇)(n1,n2) = ∇( f (n1), f (n2)) for n1,n2 ∈ N. More generally, if ∇ is a
partial trivialization of Φ⇒ M along f : N → M, and g : P→ N is any map,
we get an induced partial trivialization of Φ along f ◦g : P→M, in an evident
way.

Example. Recall from Example 5.1.5 the groupoid M×M×G⇒M given by
a space M and a group G. This groupoid carries a total trivialization ∇ given
by ∇(x,y) := (x,y,e) where e ∈ G is the neutral element. But conversely:

Proposition 5.8.1 Given a groupoid Φ⇒M and a total trivialization ∇ of it.
Then for each z ∈M, there is a canonical isomorphism between the groupoids
Φ and M×M×G⇒M, where G is the group Φ(z,z).

Proof/Construction. Let φ : m1→m2 be an arrow in Φ⇒M. Then ∇(z,m1) ·
φ ·∇(m2,z)) ∈Φ(z,z) = G, and so (m1,m2,∇(z,m1) ·φ ·∇(m2,z)) is an arrow
m1→m2 in M×M×G⇒M. Conversely, to an arrow (m1,m2,g) in M×M×
G⇒M, we associate the arrow ∇(m1,z) ·g ·∇(z,m2) in Φ⇒M.

Exercise 5.8.2 Given a groupoid Φ⇒M. Construct a bijective correspondence
between the set of trivializations along maps D→M, and deplacements in Φ.

A trivialization ∇ of a groupoid Φ = (Φ⇒M) where M is a manifold gives
rise to a connection ∇ in Φ by restricting ∇ : M×M→Φ to the subset M(1) ⊆
M×M, i.e. ∇(x,y) = ∇(x,y) for x∼ y in M. Then (5.8.1) for ∇ implies that the
connection ∇, obtained by restriction in this way, is flat in the sense of (5.2.4).
A complete integral for a connection ∇ on a groupoid Φ⇒M is a trivialization
∇ of Φ which extends the given ∇, ∇(x,y) = ∇(x,y) whenever (x,y) ∈ M(1).
Clearly a necessary condition for ∇ to admit a complete integral is that it is
flat. (Also, the reflexivity law and symmetry law assumed for connections in
groupoids, ∇(x,x) = idx and ∇(y,x) = (∇(x,y))−1 follow from existence of
complete integrals.)

Complete integrals in this sense are rare. More common are “partial inte-
grals along maps”: a partial integral of the connection ∇ in Φ along f : N→M
is a complete integral of f ∗(∇).

If g : N′ → N is a map, and Ψ⇒ N a groupoid, then if H : N ×N → Ψ

is a trivialization of Ψ, then H ◦ (g× g) is a trivialization of g∗(Ψ). And if
H is a complete integral of a connection ∇ on Ψ, then H ◦ (g× g) is a com-
plete integral of g∗(∇) (where g∗(∇)(u,v) := ∇(g(u),g(v))). We express these
properties by saying that complete integrals, and trivializations pull back.
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Holonomy

Let M be a manifold. Many groupoids with connection (Φ⇒M,∇) have the
property that unique partial integrals exist along any map (path) R→M; in this
case, we say that the pair (Φ⇒M,∇) admits path integration.

If (Φ⇒M,∇) admits path integration, we thus have for each path γ : R→M
a unique complete integral for the induced connection γ∗(∇) on R; we denote
it
∫

γ
∇. So its value on the (s, t) ∈ R×R is an arrow in Φ

γ(s)
(
∫

γ
∇)(s, t)

- γ(t). (5.8.2)

Note that the fact that a trivialization is a functor implies a subdivision law for
these “integrals”; in fact, it is a version of (5.8.1):(∫

γ

∇
)
(a,b) ·

(∫
γ

∇
)
(b,c) =

(∫
γ

∇
)
(a,c) (5.8.3)

(left-to-right composition notation in Φ used).

Note that if (Φ⇒M,∇) admits path integration, ∇ is “flat along any path”,
i.e. for any path γ in M, γ∗(∇) is flat (= curvature free), i.e. satisfies (5.2.4).

For s∼ t in R, we have that(∫
γ

∇
)
(s, t) = ∇(γ(s),γ(t)); (5.8.4)

this equation expresses the requirement that the complete integral of γ∗(∇)
agrees with γ∗(∇) on pairs of neighbour points.

Remark 5.8.3 There is a condition related to (5.8.4), but stronger, namely
that this equation holds not just under the assumption that s∼ t, but under the
weaker assumption that γ(s) ∼ γ(t). However, this would not be realistic for
paths with self-intersection, say.

From the assumed uniqueness of complete integrals, invariance under
reparametrization follows: Let ρ : R→ R be any map (“reparametrization”).
Then for any path γ : R→M,

(
∫

γ◦ρ
∇)(s, t) = (

∫
γ

∇)(ρ(s),ρ(t)). (5.8.5)

For, as Φ-valued functions of s, t ∈ R both sides are partial trivializations of Φ

along γ ◦ρ , and for s∼ t, both return the value ∇(γ(ρ(s)),γ(ρ(t))).



198 Groupoids

Path connections

Recall that a connection in a groupoid Φ⇒ M in the present exposition is
construed as a morphism of reflexive symmetric graphs M(1) → Φ. Besides
the graph M(1) ⇒ M – which is the main actor presently – there is another,
likewise reflexive symmetric, graph, namely the graph P(M)⇒ M of paths
R→ M, as described in Example 5.2.3. We can then consider morphisms of
graphs P(M)→ Φ; however, the subdivision law (5.8.3) motivates us to put a
similar condition on graph maps P(M)→ Φ, and this leads to the following
definition (essentially due to Virsik, [106]). We shall use left-to-right notation
for composition in Φ. Recall the notation γ | [a,b] from the Appendix (Section
9).

Definition 5.8.4 A path connection in a groupoid Φ⇒ M is a morphism Ω :
P(M)→ Φ of reflexive symmetric graphs over M, satisfying the subdivision
law:

Ω(γ | [a,c]) = Ω(γ | [a,b]) ·Ω(γ | [b,c]) (5.8.6)

for all a,b,c ∈ R and all γ : R→M.

Let Φ⇒M, ∇ be a groupoid with a connection that admits path integration,
so that

(∫
γ

∇
)
(s, t)∈Φ is defined for all paths γ : R→M and all s, t ∈ R. Under

these assumptions, we may put

Definition 5.8.5 The holonomy of ∇ along γ is (
∫

γ
∇)(0,1). The holonomy of

∇, denoted hol∇, is the map P(M)→Φ sending γ to (
∫

γ
∇)(0,1).

Proposition 5.8.6 The map hol∇ : P(M)→Φ is a path connection.

Proof. We have to see that hol∇ is a morphism of reflexive symmetric graphs.
The fact that hol∇ preserves the “book-keeping” (domain- and codomain-for-
mation) follows from (5.8.2) with s = 0 and t = 1. To see that the reflexivity
structure is preserved means to prove hol∇( j(m)) = i(m); here j(m) denotes
the constant path at m, so j(m)(t) = m for all t ∈ R; and i(m) denotes the
identity arrow m→ m in Φ. Let ρ : R→ R be the map with constant value
0 ∈ R. Then j(m)◦ρ = j(m), and so by reparametrization (5.8.5),

(
∫

j(m)◦ρ
∇)(0,1) = (

∫
j(m)

∇)(ρ(0),ρ(1) = (
∫

j(m)
∇)(0,0)

which is an identity arrow since (
∫

j(m) ∇) is a functor. It then has to be the
identity at m, since book-keeping is preserved. This proves hol∇( j(m)) = i(m).
The proof that the symmetry structure is preserved is similar: now we consider
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the map ρ : R→ R “reflection in 1
2 ”, and use that (

∫
γ

∇)(0,1) is inverse arrow
in Φ of (

∫
γ

∇)(1,0), again because
∫

γ
∇ is a functor.

The subdivision law is a consequence of the law (5.8.3).

Remark 5.8.7 One may define a notion of piecewise path in a space M; it is a
finite sequence of endpoint matching paths R→M, see Section 9.6. The con-
struction of holγ can be extended from paths to piecewise paths, in an evident
way.

It is reasonable to say that we have obtained the path connection hol∇ by
integrating the connection ∇. There is a “differentiation” process going the
other way, from path connections to connections. (In fact, in a special case,
these processes amount to the usual integration and diffentiation of functions
R→ R, see Example 5.8.8 below.) We describe the differentiation process:

We consider a groupoid Φ⇒ M, and a morphism of symmetric reflexive
graphs over M, σ : P(M)→Φ. We don’t assume the subdivision law for σ , as
we do for path connections. Since σ is a morphism of graphs over M, P(M)→
Φ, we may precompose it by the graph morphism [−,−] : M(1)→ P(M) over
M considered in Example 5.2.4. Both these graph morphisms preserve reflex-
ive symmetric structure. We thus obtain a morphism M(1) → Φ, of reflexive
symmetric graphs M(1)→Φ over M, in other words, we obtain a connection in
the groupoid Φ⇒M, which we denote σ ′; we say that we have differentiated
σ : P(M)→Φ into a connection σ ′.

This process from graph morphisms to connections is natural: since any
map f : N→M between manifolds preserve affine combinations of neighbour
points, it follows that we have a commutative square of graph morphisms,

N(1)
- M(1)

P(N)

[−,−]

?
- P(M).

[−,−]

?

From this follows the naturality of the “differentiation process”, in the sense
that

( f ∗(σ))′ = f ∗(σ ′).

Here f ∗ denotes the process of pulling back graph morphisms along a map
f : N→M, arising from the fact that f induces a graph map over f from P(N)
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to P(M), and also induces a graph map over f from N(1) to M(1). Both these
induced graph maps are maps preserving reflexive and symmetric structure.

Example 5.8.8 (Elementary Calculus.) Let M ⊆ R be an open subset with the
property that anti-derivatives exist unique up to unique constant, for functions
f : M→ R. For any f : M→ R, there is a connection ∇ in the groupoid M×
M× (R,+), namely

∇(x,y) = (x,y, f (x) · (y− x)).

There is a unique complete integral for ∇, namely (a,b) 7→ (a,b,
∫ b

a f (u) du)
for a,b ∈M. Therefore for any γ : R→M,

(
∫

γ

∇)(a,b) = (γ(a),γ(b),
∫

γ(b)

γ(a)
f (u) du);

hence

hol∇(γ) = (γ(0),γ(1),
∫

γ(1)

γ(0)
f (u) du),

for γ ∈ P(M). To calculate hol′
∇

, we have for x∼ y ∈M

hol′
∇
(x,y)= hol∇([x,y])= ([x,y](0), [x,y](1),

∫ [x,y](1)

[x,y](0]
f (u) du)= (x,y,

∫ y

x
f (u) du),

which by the Fundamental Theorem of Calculus is (x,y, f (x) · (y− x)), which
is ∇(x,y). Thus, (hol∇)′ = ∇.

We shall investigate to what extent a similar result holds for a general (Φ⇒
M,∇) (assuming that (Φ,∇) admits integration, so that holonomy is defined).
We need a weak flatness assumption on ∇; namely that ∇(x,y) ·∇(y,z) =
∇(x,z) whenever the infinitesimal 2-simplex x,y,z is “1-dimensional” in the
sense that there exist a ∼ b in M so that x,y, and z all belong to the image
of [a,b] : R→ M. This is a reasonable condition; it follows, essentially from
Proposition 3.1.14, that the condition holds for any locally constant groupoid
whose vertex groups are manifolds (even “manifolds-modelled on KL vector
spaces”).

Theorem 5.8.9 (Fundamental Theorem of Calculus Part 1) Let (Φ⇒M,∇)
admit integration, and assume the above weak flatness condition for ∇. Then

(hol∇)′ = ∇.
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Proof. Let a∼ b in M. We have the path [a,b] : R→M, and by definition we
have

(hol∇)′(a,b) = hol∇([a,b]) = Γ(0,1), (5.8.7)

where Γ : R×R→Φ is the trivialization of [a,b]∗(∇). We are going to describe
Γ explicitly. We claim that

Γ(s, t) = ∇([a,b](s), [a,b](t))

will do the job, for s, t ∈ R. (Note that even though s and t may not be neigh-
bours in R, [a,b](s) and [a,b](t) are neighbours in M, so that it makes sense
to apply ∇.) First, the Γ thus described is a functor (R×R)→ Φ, since ∇ is
flat on infinitesimal 2-simplices in the image of [a,b], by the weak flatness as-
sumption. And clearly for s∼ t, it returns the value of [a,b]∗(∇) on s, t. These
two properties characterize the trivialization of [a,b]∗(∇), so this proves the
claim. Substituting s = 0 and t = 1, we see

Γ(0,1) = ∇([a,b](0), [a,b](1)) = ∇(a,b),

and combining this with (5.8.7) proves the desired equality of (hol∇)′(a,b) and
∇(a,b), and thus the Theorem.

We have, more trivially, the other half of the Fundamental Theorem of Cal-
culus; we consider a groupoid Φ⇒M with a path connection σ ; we assume
that the connection σ ′ in Φ admits path integration, so that it makes sense to
talk about holσ ′ .

Theorem 5.8.10 (Fundamental Theorem of Calculus Part 2) Let σ : P(M)→
Φ be a path connection in Φ. Then

holσ ′ = σ .

Proof. Let γ : R→M be a path. Consider the map h : R×R→Φ given by

h(s, t) := σ(γ ◦ [s, t])

for s, t ∈ R. Since for s, t,u ∈ R, γ ◦ [s,u] subdivides into γ ◦ [s, t] and γ ◦ [t,u], it
follows from the subdivision rule assumed for σ that h(s, t) · h(t,u) = h(s,u),
so h is a functor R×R→ Φ above γ , or equivalently, a functor above R from
R×R→ γ∗(Φ), i.e. a complete trivialization of γ∗(Φ). Also, h extends γ∗(σ ′);
for, if s∼ t in R,

γ
∗(σ ′)(s, t) = σ

′(γ(s),γ(t)) = σ([γ(s),γ(t)]) = σ(γ ◦ [s, t])),
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the last equality because γ preserves affine combinations of neighbour points.
Thus, h is a trivialization of γ∗(Φ), extending γ∗(σ ′); thus it is the unique such,
and is the trivialization defining the holonomy holσ ′(γ). So we have the first
equality sign in

holσ ′(γ) = h(0,1) = σ(γ ◦ [0,1]) = σ(γ),

the last since [0,1] is the identity map of R. This proves the Theorem.

“Curvature generates the local holonomy”

Given a groupoid Φ⇒ N with a connection ∇ which admits path integration,
every closed path γ at x ∈ N gives rise to an element hol∇(γ) in the group
Φ(x,x), and the subgroup generated by these elements (or perhaps better, by
elements hol∇(γ) for γ a closed piecewise path), may be called the holonomy
group of ∇ at x.

For the case of a principal groupoid Φ⇒M+{∗}, we can encode the holon-
omy group of ∇ more uniformly in terms of the associated principal bundle
P→ M with group G = Φ(∗,∗); namely, to each u ∈ Px, we may consider
(left-to-right composition, u : x→∗)

Hol∇(γ,u) := u−1 ·hol∇(γ) ·u ∈ G.

This Hol∇ may be viewed as the path-connection version of the (likewise G-
valued) connection form ω of ∇, and the subgroup generated by the Hol∇(γ,u)s
likewise deserves the name of the holonomy group of ∇.

The Ambrose-Singer Theorem [1] gives conditions under which the curva-
ture of ∇ generates its holonomy group. Here, “curvature” is understood in
terms of the curvature form dω , where ω is the connection form of ∇ (a G-
valued 1-form on P), and “holonomy” is understood in terms of the G-valued
Hol∇.

The Theorem only deals with local holonomy, meaning holonomy along
contractible paths. In the formulation we shall give, this corresponds to the
assumption that G is a connected group. Secondly, we need the assumption
that the connection ∇ is totally an-holonomic, in the sense of Proposition 5.7.6;
this assumption replaces a major construction in the proof of the full theorem,
namely the construction of totally an-holonomic sub-bundles of the given P. To
say that ∇ is totally anholonomic is to say that G itself is the holonomy group.
Thus, the Theorem we present below (and which is just a verbal reformulation
of Proposition 5.7.6) is only a “baby version” of the classical Theorem.
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Theorem 5.8.11 Let ∇ be a principal connection on the principal bundle
P→ M with group G, a connected Lie group. Assume that the horizontality
distribution for ∇ is totally an-holonomic. If a Lie subgroup H of G contains
all values of the curvature form dω , then H = G, i.e. the curvature generates
the holonomy.
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Lie theory; non-abelian covariant derivative

We consider in this chapter the relationship, on the infinitesimal level, between
multiplicative and additive algebraic structure. This is relevant for the theory of
group valued differential forms, and for the relationship between their exterior
derivatives, when formed multiplicatively, and when formed additively. The
setting involves a space G equipped with a group structure. In Sections 6.7,
6.8 and 6.9, we assume that G is a manifold (so G is a Lie group); in the other
Sections, we have more general assumptions that will be explained.

6.1 Associative algebras

We begin with some observations in the case where the group G admits some
enveloping associative algebra; this means an associative unitary algebra A,
and a multiplication preserving injection G→ A (so we consider G as a sub-
group of the multiplicative monoid of A). The algebra A should be thought of
as an auxiliary thing, not necessarily intrinsic to G, and in particular, it does not
necessarily have any universal property. Of course, under some foundational
assumptions on the category E , there exists a universal such A, the group alge-
bra R(G) of G, but we need to assume that A is a KL algebra, in the sense that
the underlying vector space of A is KL, and it is not clear that R(G) has this
property, except when G is finite.

We present some examples of enveloping algebras at the end of this chapter.
We shall also consider group bundles, and enveloping KL algebra bundles.

Such occur whenever a vector bundle is given; see Example 6.10.1 below.

So consider an associative algebra A = (A,+, ·) whose underlying vector
space is a KL vector space. The multiplicative unit of A is denoted 1, or some-
times e.

Recall that, even when a KL vector space A may not be finite dimensional, it

204
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is possible to define a (first-order) neighbour relation∼ on it, by the “covariant
determination” considered in Section 2.1; in particular a ∼ 0 in A iff there
exists a linear F : V → A from a finite dimensional vector space such that
F(y) = a for some y∼ 0 in V .

Proposition 6.1.1 Let a∼ 0 in A. Then a ·a = 0. More generally, for any u∈ A,
a ·u ·a = 0.

Proof. There exists, as we observed, some linear map F : V → A (V a finite
dimensional vector space) and some y ∈D(V ) witnessing a∼ 0 (so F(y) = a).
Since the multiplication · on A is bilinear, we therefore have a bilinear map

V ×V
F×F- A×A

· - A, (6.1.1)

and a ·a = F(y) ·F(y). But since y ∈D(V ), the bilinear map (6.1.1) kills (y,y),
hence a ·a = 0. For the more general assertion in the Proposition, one replaces
the multiplication map A× A→ A in (6.1.1) by the, likewise bilinear, map
A×A→ A given by (b,c) 7→ b ·u · c.

Proposition 6.1.2 Let a∼ 0 in A. Then for any b ∈ A, a ·b−b ·a∼ 0.

Proof. It is clear that linear maps between vector spaces preserve the property
of being ∼ 0. Now the map x 7→ x ·b−b · x is clearly linear.

Proposition 6.1.3 Let a∼ 0. Then 1+a has a two-sided multiplicative inverse,
namely 1−a.

Proof. This is an immediate consequence of Proposition 6.1.1; for

(1+a) · (1−a) = 1+a−a−a ·a = 1,

since a ·a = 0 by Proposition 6.1.1. Similarly, (1−a) · (1+a) = 1.

We now consider a subgroup G of the group U(A) of multiplicative units of
A.

From Proposition 6.1.3 we have that if a ∼ 0, then 1 + a is invertible, (1 +
a)−1 = 1−a. If further 1+a belongs to G⊆ A, then so does 1−a, since G by
assumption is stable under multiplicative inversion in A. If we have that both
a∼ 0 and b∼ 0, with 1+a and 1+b in G, we may therefore form their group
theoretic commutator in G,

{1+a,1+b}= (1+a) · (1+b) · (1+a)−1 · (1+b)−1;
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using (1+a)−1 = 1−a and similarly for b, we rewrite this as the product

{1+a,1+b}= (1+a) · (1+b) · (1−a) · (1−b).

Multiplying out by the distributive law, we get 16 terms, seven of them contain
either a factor ±a twice, or a factor ±b twice, and so vanish, by Proposition
6.1.1 (second clause). Of the remaining nine terms, six cancel out by simple
additive calculus, and this leaves three terms, 1 + a · b− b · a. So we have
proved

Proposition 6.1.4 If a and b are neighbours of 0 in A, and 1+a∈G, 1+b∈G,
then

{1+a,1+b}= 1+[a,b] ∈ G,

where [a,b] denotes the usual “algebraic” commutator a ·b−b ·a.

From Proposition 6.1.2 follows that [a,b]∼ 0 if a or b is ∼ 0. Therefore we
get as a consequence of this Proposition that if g and h are ∼ 1, then so is their
group theoretic commutator {g,h}.

We define the map l : G→ A by putting l(g) = g−1. For g∼ 1, one should
think of l(g) as the logarithm of g. (If G is all of U(A), then l : M(1)→
M(0) = M(e) has an inverse exp, given by exp(a) = 1 + a, which one may
similarly think of as an exponential.)

Using l, Proposition 6.1.4 may be formulated:

if g,h ∈ G and are ∼ 1 in A (in particular, if they are ∼ 1 in G), then

l({g,h}) = [l(g), l(h)]. (6.1.2)

The map l does not convert products into sums in general, but at least it has
the property

Proposition 6.1.5 Assume g1, . . . ,gn ∈G have l(gi) · l(g j) = 0 for all i, j. Then

l(g1 · . . . ·gn) = l(g1)+ . . .+ l(gn).

Proof. Write gi = 1 + l(gi). Then the product occurring on the left is ∏(1 +
l(gi)), which when multiplied out yields 1+∑ l(gi), plus terms which contain
factors l(gi) · l(g j) and therefore vanish. Applying l gives the result.

Let M be a manifold, and let ω : M(1) → G ⊆ A have ω(x,x) = 1 for all
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x ∈ M. Then lω : M(1) → A has lω(x,x) = 0 for all x, and therefore is an
A-valued 1-form. Hence by (2.2.4), lω(y,x) =−lω(x,y). So

ω(y,x) = 1+ lω(y,x) = 1− lω(x,y),

which is the multiplicative inverse of 1 + lω(x,y) = ω(x,y), by Proposition
6.1.3 (which we may use, since lω(x,y) ∼ 0, by Proposition 3.1.4). Summa-
rizing,

if ω(x,x) = 1 for all x, then ω(y,x) = ω(x,y)−1 for all y∼ x. (6.1.3)

6.2 Differential forms with values in groups
The notion of (simplicial) differential k-form with values in a group G was
studied for k = 1 in Section 3.7. The generalization to k≥ 2 is straightforward,
but we cannot do much with it unless the group G admits some enveloping as-
sociative KL algebra A, as in the previous section. So we assume this through-
out the present section. The unit e of G thus equals the multiplicative unit 1 of
A.

Definition 6.2.1 Let M be a manifold, and let G be a group which admits some
enveloping algebra. Then a (simplicial) differential k-form with values in G is a
law ω which to each infinitesimal k-simplex (x0,x1, . . . ,xk) in M, associates an
element ω(x0,x1, . . . ,xk)∈G, subject to the condition that ω(x0,x1, . . . ,xk) = 1
if two of the xis are equal.

We use the notation l(g) = g−1, as in the previous section. It follows that
lω defined by

lω(x0,x1, . . . ,xk) := ω(x0,x1, . . . ,xk)−1

is a differential k-form with values in A, and in particular by Theorem 3.1.5, it
is alternating. Also, the values of lω are ∼ 0 by Proposition 3.1.4. It follows
that all the values of ω itself are∼ 1; and also, it follows from Proposition 6.1.3
that ω is alternating in the multiplicative sense, ω(σx) = (ω(x))±1, where x is
an infinitesimal k-simplex, σ ∈Sk+1, and where the sign in the exponent is +
if σ is even, and − if odd.

The definition here is compatible with the one given for k = 0,1, and 2 in
Section 3.7. There, we also defined d·ω in case ω is a k-form with k = 0 or
k = 1, but noted that these “multiplicative exterior derivatives” ramified into a
“right” and a “left” version.

It turns out that for k ≥ 2, there is no such ramification. Let ω be a k-form
with values in G. We define the value of d·ω on an infinitesimal k +1-simplex
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by just rewriting the standard simplicial formula (3.2.1) in multiplicative nota-
tion; thus

(d·ω)(x0,x1, . . . ,xk+1) :=

ω(x1, . . .xk+1) ·ω(x0,x2, . . . ,xk+1)−1 · . . . ·ω(x0,x1, . . . ,xk)(−1)k+1
;

(6.2.1)

the point is that we don’t have to worry about the order of the k + 2 factors
in the product; we shall prove (Proposition 6.2.3 below) that they commute.
(The same k+2-fold product is also found in the formula (6.3.1) below, if you
ignore the symbol “∇(x0,x1) a”.)

The factors that enter into d·ω are

ω(x0,x1, . . . , x̂i, . . . ,xk+1)

or their inverses. First, let us prove

Proposition 6.2.2 For G⊆ A, as above, and with i≥ 1, j ≥ 1,

l(ω(x0,x1, . . . , x̂i, . . . ,xk+1)) · l(ω(x0,x1, . . . , x̂ j, . . . ,xk+1)) = 0,

provided k ≥ 2.

Proof. In a standard coordinatized situation M⊆V , we may write lω(x0, . . . ,xk)
as

Ω(x0;x1− x0, . . . ,xk− x0)

with Ω : M ×V k → A being k-linear in the arguments after the semicolon.
Among the indices h = 1, . . . ,k +1, there is at least one h which is neither = i
nor = j (using that k ≥ 2). Then in the product

Ω(x0;x1− x0, . . . , î, . . .) ·Ω(x0;x1− x0, . . . , ĵ, . . .),

xh− x0 appears in each of the two factors in a linear position, thus the product
vanishes since xh ∼ x0.

Proposition 6.2.3 Let k≥ 2. Then the k+1 factors that enter into the definition
(6.2.1) of d·ω commute.

Proof. Consider the ith and jth factor. Without loss of generality we may
assume that i and j are ≥ 1 We have then to prove that the group theoretic
commutator of ω(x0, . . . , î, . . . ,xk+1) and ω(x0, . . . , ĵ, . . . ,xk+1) is 1. By (6.1.2),
it suffices to see that the algebraic commutator of the corresponding l-values
is 0. This follows immediately from Proposition 6.2.2: both the two terms a ·b
and −b ·a that make up the algebraic commutator [a,b] in question, are in fact
0.
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Consider a differential k-form on M with values in G ⊆ A, as above, and
with k≥ 2. Then ω has a coboundary in the multiplicative sense, as defined in
(6.2.1), and which we, as there, denote d·ω; and lω has a coboundary in the
standard additive sense (3.2.1), which we now denote d+lω , with the decora-
tion “+”, for contrast.

Proposition 6.2.4 Let ω be a k-form on M with values in G, k ≥ 2. Then
l(d·ω) = d+(lω).

Proof. This follows by combining Lemma 6.1.5 with Proposition 6.2.2.

Thus, for k ≥ 2, the comparison between d· and d+ is easy. The case k = 1
is more interesting; here d· is defined by the formula (3.7.1). We shall prove

Proposition 6.2.5 Let ω be a 1-form on a manifold M, with values in G ⊆
A, and let lω(x,y) = ω(x,y)− 1, and similarly for 2-forms. Then for any
infinitesimal 2-simplex x,y,z in M,

l(d·ω)(x,y,z) = d+lω(x,y,z)+ lω(x,y) · lω(y,z). (6.2.2)

Note again that the d· on the left hand side utilizes the multiplication · of G,
the d+ on the right hand side utilizes the + of A. Note also that since lω(x,y) ·
lω(y,z) depends linearly on y− x, we may, by Taylor Principle, replace the y
in the last factor by x; we get a formula equivalent to (6.2.2):

l(d·ω)(x,y,z) = d+lω(x,y,z)+ lω(x,y) · lω(x,z). (6.2.3)

Proof of the Proposition. Consider a G-valued 1-form ω on a manifold M and
consider an infinitesimal 2-simplex x,y,z in M. Then

d·ω(x,y,z) = ω(x,y) ·ω(y,z) ·ω(z,x)

= (1+ lω(x,y)) · (1+ lω(y,z)) · (1+ lω(z,x)).

This we may multiply out, using the distributive law in the algebra A; we get

1 + lω(x,y)+ lω(y,z)+ lω(z,x)

+ lω(x,y) · lω(y,z)+ lω(x,y) · lω(z,x)+ lω(y,z) · lω(z,x))

+ lω(x,y) · lω(y,z) · lω(z,x).

(6.2.4)

Lemma 6.2.6 The three terms in the middle line are equal except for sign. The
term in the third line is 0.

Proof. We recognize each of the three terms in the middle line as values of the
cup product 2-form lω ∪· lω , applied to permutation instances of x,y,z – for
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the middle term, this may require an argument:

lω(x,y) · lω(z,x) = (−lω(y,x)) · (−lω(x,z)) = (lω ∪· lω)(y,x,z)

by cancelling the two minus signs. Now (y,x,z) is an odd permutation, the two
other terms come from even permutation instances; the fact that lω ∪· lω is al-
ternating (Theorem 3.1.5) then gives the first assertion of the Lemma. For the
second assertion, we consider the A-valued 3-form lω ∪· lω ∪· lω (for associa-
tive A×A ·→ A, like here, the corresponding ∪· is associative); we recognize
the last line in (6.2.4) as this 3-form applied to the 3-simplex (x,y,z,x), but
since this simplex has a repeated entry, the form vanishes on it. This proves
the Lemma.

So in the expression (6.2.4) for d·ω , only the first line and one term from the
second line survive, so we have

(d·ω)(x,y,z) = 1 + lω(x,y)+ lω(y,z)+ lω(z,x)

+ lω(x,y) · lω(y,z)

= 1+(d+lω)(x,y,z)+ lω(x,y) · lω(y,z).

Subtracting 1 on both sides gives the desired equation. Thus Proposition 6.2.5
is proved.

Here is an alternative expression for l(d·ω):

Proposition 6.2.7 Let ω be as in Proposition 6.2.5. Then for any infinitesimal
2-simplex (x,y,z) in M, we have(

ω(x,y) ·ω(y,z) ·ω(z,x)
)
−1 = ω(x,y) ·ω(y,z)−ω(x,z). (6.2.5)

Proof. Write ω(u,v) = 1 + lω(x,y), as above. The proof of the Lemma 6.2.6
gives that the left hand side of (6.2.5) equals

lω(x,y)+ lω(y,z)+ lω(z,x)+ lω(x,y) · lω(y,z). (6.2.6)

Let us calculate the right hand side of (6.2.5). Rewriting ω(x,y) as 1+ lω(x,y),
and similarly for x,z and y,z, it gives(

(1+ lω(x,y)) · (1+ lω(y,z))
)
−
(
1+ lω(x,z)

)
;

replacing lω(x,z) by −lω(z,x), and multiplying out, we get six terms, two of
which are 1 and −1, which cancel; the remaining four are those of (6.2.6), and
this proves the Proposition.

The vector space A carries two bilinear structures, partly the given multipli-
cation ·, partly the algebraic commutator [−,−] : A×A→ A. Each of these
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bilinear structures gives rise to a wedge product on differential forms with val-
ues in A, and we denote these ∧ and [−,−], respectively. Note that the last
term on the right hand side of (6.2.2) expresses (lω ∧ lω)(x,y,z).

Then the content of Proposition 6.2.5 may also be stated:

Proposition 6.2.8 Let ω be a 1-form with values in G ⊆ A. Then we have an
equality of (A,+)-valued 2-forms

l(d·ω) = d+lω + 1
2 [lω, lω]. (6.2.7)

This follows by combining the equation (6.2.2) with Corollary 3.5.4.

For later use, we record an assertion much analogous to Proposition 6.2.3.
We consider a k-form ρ on M with values in a group G, with G acting (from
the left, say) on a KL vector space W , and we consider also a k-form β on M
with values in W .

Proposition 6.2.9 Let k≥ 2, and let (x0,x1, . . . ,xk+1) be an infinitesimal k+1-
simplex in M. Then for any i, j = 0,1, . . . ,k +1

ρ(x0,x1, . . . , î, . . . ,xk+1)a β (x0,x1, . . . , ĵ, . . . ,xk+1) = β (x0,x1, . . . , ĵ, . . . ,xk+1).
(6.2.8)

Proof. It suffices to do this in a standard coordinatized situation M ⊆V ; with-
out loss of generality, we may assume that i and j are≥ 1. Since k≥ 2, we may
pick an index h = 1, . . . ,k+1 which is neither i nor j. Then xh−x0 appears lin-
early in the β -factor, and so by the Taylor principle, we may replace xh in the ρ-
factor in (6.2.8) by x0. Since ρ is a G-valued form, ρ(x0,x1, . . .x0, . . .) = 1∈G,
and after this replacement, the two sides in (6.2.8) clearly are equal.

In a similar vein, one may prove that if g ∈G, and if ν is a G-valued 1-form
and θ is a W -valued 1-form, then for x0 ∼ x1,

(ν(x0,x1) ·g ·ν(x0,x1)−1) a θ(x0,x1) = g a θ(x0,x1). (6.2.9)

We leave the proof as an easy exercise.

6.3 Differential forms with values in a group bundle

We discussed in Section 3.8 the notion of covariant derivative for (combinato-
rial) differential forms on a manifold M with values in a vector bundle E→M,
in the presence of a linear bundle connection ∇ in E→M. Also, we discussed
in Section 6.2 a theory of (simplicial) differential forms with values in a group
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G, assuming G admits some enveloping associative KL algebra. We now com-
bine these generalizations.

We replace the algebra A and the group G by bundles over M, equipped with
connections; thus A→ M a bundle of KL algebras equipped with a bundle
connection ∇, whose transport laws preserve the algebra structure (such arise
naturally when a vector bundle E→M, with a linear connection, is given, see
Example 6.10.5 below.) So the fibres Ax are KL algebras; G⊆A is a subbundle,
with Gx a subgroup of the multiplicative monoid of Ax. We assume that G⊆ A
is stable under ∇, in the evident sense. Finally, we assume that A→ M is
locally constant as an algebra bundle A→M, i.e. we assume that it locally is
of the form M×A0→M with A0 a KL algebra.

By a (simplicial) differential k-form on M with values in G→ M, we un-
derstand, in analogy with Section 3.8, a law ω which to each infinitesimal
k-simplex (x0,x1, . . . ,xk) in M associates an element ω(x0,x1, . . . ,xk) ∈ Gx0 ,
with the property that the value is 1 (= the identity element in the group Gx0 )
if xi = x0 for some i 6= 0. We let Ωk(G→M) denote the set of these.

We shall define a “covariant derivative” map

d∇
· : Ω

k(G→M)→Ω
k+1(G→M).

Let ω ∈Ωk(G→M), and let (x0, . . . ,xk+1) be an infinitesimal k+1-simplex
in M. For k≥ 2, we define the value of d∇

· (ω) on an infinitesimal k+1-simplex
(x0,x1, . . . ,xk+1) by the same expression as for covariant derivative in vector
bundles cf. (3.8.1), except that we replace “plus” by “times”; thus

d∇
· ω(x0,x1, . . .,xk+1)

:=
[
∇(x0,x1) a ω(x1, . . .xk+1)

]
·

k+1

∏
i=1

ω(x0, . . . , x̂i, . . . ,xk+1)(−1)i
;

(6.3.1)

just as for group valued forms, it turns out that for k ≥ 2, the order of the
factors in (6.3.1) is irrelevant. Only for k = 1 and k = 0, the order matters, and
here, we take the order so as to generalize the coboundary formulas (3.7.1) and
(3.7.2) (i.e. the “right handed versions”). Explicitly, for ω a 1-form,

d∇
· ω(x,y,z) := ω(x,y) ·

[
∇(x,y) a ω(y,z)

]
·ω(x,z)−1. (6.3.2)

For g in Ω0(G), so g is a G→M valued 0-form, i.e. a cross section of G→M,
we define

d∇
· g(x,y) := g(x)−1 ·

[
∇(x,y) a g(y)

]
. (6.3.3)

If ω is a (simplicial) k-form with values in the bundle G, we get a k-form lω
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with values in A→M,

lω(x0,x1, . . . ,xk) = ω(x0,x1, . . . ,xk)−1x0 .

We want to compare the covariant derivatives of ω and lω . By a small variation
of the argument leading to Corollary 6.2.4 we shall prove

Proposition 6.3.1 Let ω be a G→M-valued simplicial k-form on M. Then if
k = 1, we have

l(d∇
· ω)(x,y,z) = d∇

+lω(x,y,z)+ lω(x,y) · lω(x,z); (6.3.4)

for k ≥ 2, we have

l(d∇
· ω) = d∇

+(lω), (6.3.5)

Proof. We consider first (6.3.4). The proof is then a matter of modifying the
proof leading to Proposition 6.2.5; this is most easily done in a coordinatized
situation where M is an open subset of a finite dimensional vector space V , and
where A = M×A0. Then

ω(x,y) = 1+θ(x;y− x)

(more precisely, ω(x,y) = (x,1+θ(x;y−x)) ∈M×A0), with θ : M×V → A0

linear in the second variable. Less pedantically, θ = lω . Also, we claim that
there exists a map Γ : M×V ×V → A0, bilinear in the last two arguments, such
that for x∼ y and y∼ z in M,

∇(x,y) a (1+θ(y;z− y)) = 1+θ(y;z− y)+Γ(x;y− x,z− y).

(We identify ∇(x,y) : Ay→ Ax notationally with a map A0→ A0, for simplic-
ity.) For, the difference ∇(x,y) a (1 + θ(y;z− y))− (1 + θ(y;z− y)) is 0 if
x = y, because ∇(x,x) is the identity map, and is 0 if y = z, because ∇(x,y)
preserves 1 ∈ A0, being an algebra connection. Then for an infinitesimal 2-
simplex x,y,z in M,

d∇
· ω(x,y,z) =

(
1+θ(x;y− x)

)
·
(
1+θ(y;z− y)+Γ(x;y− x,z− y)

)
·
(
1+θ(x;x− z)

)
;

these we multiply out by distributivity, much as in (6.2.4) (with θ -expressions
instead of lωs), except that we now have some correction terms involving Γ;
thus, instead of the first line in (6.2.4) (the 0- and 1-order terms), we get

1+θ(x;y− x)+θ(y;z− y)+θ(x;x− z)+Γ(x;y− x,z− y)

which is 1 + d∇
+lω . Corresponding to the second line in (6.2.4) (the second
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order terms), we get some terms which only involve θs, and some which also
involve some Γ; those that only involve θ give

θ(x;y− x) ·θ(y;z− y)+θ(x;y− x) ·θ(x;x− z)+θ(y;z− y) ·θ(x;x− z);
(6.3.6)

the terms which involve Γ can all be seen to vanish for degree reasons, for
instance in Γ(x;y− x,z− y) · θ(x;x− z), we may replace the last occurrence
of z by y, because z− y occurs linearly in the Γ factor; and then we have
an expression where y− x appears bilinearily. – Likewise, the “third order”
terms (corresponding to the third line in (6.2.4) vanish. So we are left with
(6.3.6), and as in the proof of Lemma 6.2.6, the last two terms cancel each
other, so only θ(x;y−x) ·θ(y;z−y) remains. It equals, by the Taylor principle,
θ(x;y−x) ·θ(x;z−x). Translating back into ω and lω , the result is now clear.

The case k ≥ 2 may be carried out along the same lines in a coordinatized
situation; it is actually easier than the k = 1 case, because the factors involv-
ing lω that enter into d∇

· can be seen to have pairwise product 0, just as in
Proposition 6.2.2; we leave the details to the reader.

We shall next analyze d∇ ◦d∇, leading to the classical formula d∇ ◦d∇(θ) =
lR∧θ for any E →M valued k-form. We shall do it only for the case k = 1.
Here, as above, E→M is assumed to be a locally constant vector bundle whose
fibres are KL vector spaces; ∇ is a linear connection on E→M, and R = R∇ is
the curvature of ∇ viewed as a 2-form with values in (the gauge group bundle
of the groupoid) GL(E → M) Then we also have a 2-form lR with values in
the vector bundle End(E → M), namely lR(x,y,z) := R(x,y,z)− 1, just as in
Section 6.2; here, 1 denotes the identity map of Ex. The wedge product in
question is with respect to the bilinear evaluation map a: End(E)×M E→ E.

Proposition 6.3.2 Let θ be an E → M valued k-form, and let ∇ be a linear
bundle connection in E→M. Then

d∇(d∇(θ)) = lR∇∧θ .

Proof. We shall prove this for the case k = 1 only. Let (x,y,z,u) be an infinites-
imal 3-simplex in M. Then each instance of d∇(d∇θ) is a sum of four terms of
the form d∇(θ)(a,b,c), each of the terms possibly decorated by some action
instances of ∇; and each of these four terms d∇(θ)(a,b,c) in turn is a sum of
three terms, of the form θ(v,w), possibly decorated by some action instances
of ∇. Altogether, we have 12 terms. If we could ignore the ∇ decorations, these
twelve terms would cancel out pairwise, as in the usual formula for d ◦ d = 0
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for simplicial cochains. In the present case, six of the twelve terms have no
∇ decoration, and they cancel out pairwise. The expression ∇(x,y) a θ(y,z)
occurs twice except for sign; also the expression ∇(x,y) a θ(y,u) occurs twice
except for sign. So these four terms likewise cancel, and only two terms are
left; they are the ones exhibited on the right hand side in the following formula,
which we have thus derived:

d∇(d∇(θ))(x,y,z,u) = ∇(x,y) a ∇(y,z) a θ(z,u)−∇(x,z) a θ(z,u). (6.3.7)

To prove that this equals (lR∧ θ)(x,y,z,u), we may assume that the vector
bundle is a constant bundle M×W →M, and the linear connection ∇ may be
identified with a GL(W )-valued 1-form ω on M,

∇(x,y) a (y,w) = (x,ω(x,y)(w)) = (x,w+ lω(x,y)(w))

with lω a 1-form with values in the vector space End(W ). With this notation,
we may rewrite the right hand side in (6.3.7) as (x, t) with

t = (ω(x,y)◦ω(y,z)−ω(x,z))(θ(z,u)).

Using Proposition 6.2.7, this may in turn be written

[ω(x,y)◦ω(y,z)◦ω(z,x)−1](θ(u,z)).

The square bracket here is lR(x,y,z), and the expression we have now is (lR∧
θ)(x,y,z,u). This proves the Proposition.

6.4 Bianchi identity in terms of covariant derivative

If we have a connection ∇ in a groupoid Φ⇒M, we get a bundle connection
in the group bundle gauge(Φ), since Φ acts on the bundle gauge(Φ) by con-
jugation; this bundle connection is denoted ad∇. (We are here talking about
the left action.) In particular, if ρ is a k-form with values in the group bundle
gauge(Φ), and ∇ is a connection in Φ, we may define a k+1-form dad∇ρ with
values in gauge(Φ).

We now have the following reformulation of the combinatorial Bianchi iden-
tity (Theorem 5.2.11):

Theorem 6.4.1 (Combinatorial Bianchi Identity, 2) Let ∇ be a connection
in a Lie groupoid Φ⇒M, and let R be its curvature, R∈Ω2(gauge(Φ)). Then
dad∇
· (R) is the “zero” 3-form, i.e. takes only the neutral group elements in the

fibres as values.
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Proof. Let x,y,z,u form an infinitesimal 3-simplex. We have by definition of
dad∇
· that

(dad∇
· (R))(xyzu) = ad(∇(xy))R(yzu) ·R(xzu)−1 ·R(xyu) ·R(xyz)−1

(omitting commas between the input entries, for ease of reading). Now the two
middle terms may be interchanged, by arguments as those of Proposition 6.2.3.
We then get the expression in the combinatorial Bianchi identity in Theorem
5.2.11, and by this Theorem, it has value idx.

We shall derive the classical Bianchi identity from the combinatorial one:
We consider a locally constant vector bundle E → M, equipped with a linear
connection ∇, or equivalently, with a connection in the groupoid GL(E→M).
Then its curvature R is a simplicial 2-form with values in the group bundle
gauge(GL(E → M)), which is a group bundle with a group connection ad∇

(cf. also Example 6.10.5 below). According to the combinatorial Bianchi
identity, in the form of Theorem 6.4.1, dad∇

· R is the “zero” form; as there,
we have decorated the covariant derivation symbol dad∇ with the symbol ·
(symbol for the multiplication in gaugeGL(E→M)), – the algebraic structure
which is used for calculating the covariant derivative. Now the group bun-
dle gaugeGL(E → M) has an enveloping algebra bundle A = End(E → M),
with Ax = End(Ex), and we have the covariant derivation dad∇

+ with respect to
addition in this bundle.

The fact that dad∇
· R is the “zero” form implies that l(dad∇

· R) = 0 as an
End(E → M)-valued 2-form. Applying (6.3.5) (with k = 2, and with ∇ re-
placed by ad∇) then yields

Theorem 6.4.2 (Classical Bianchi Identity) For ∇ a linear connection in a
locally constant vector bundle E →M, the End(E →M)-valued curvature lR
of ∇ satisfies

dad∇
+ (l(R)) = 0.

Here, l(R) is a (simplicial) 2-form with values in the vector bundle End(E→
M). The correspondences of Section 4.7 between simplicial and classical vec-
tor space valued forms and their coboundaries extend to vector bundle valued
forms; and l(R) corresponds to the classical curvature of the linear connection
∇ in E → M. The equation dad∇

+ (l(R)) = 0 then expresses that the classical
curvature of ∇ has vanishing covariant derivative w.r.to ad∇.
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6.5 Semidirect products; covariant derivative as curvature
All forms in the present section are simplicial differential forms on a manifold
M; the value groups or value group-bundles vary, and will be specified.

We consider a groupoid Φ⇒M (composition from let to right), and a vector
bundle E → M on which it acts, from the left, say, by linear maps, i.e. for
g : x→ y in Φ, g a is a linear isomorphism Ey → Ex. Then there is a new
groupoid (the semidirect product) E nΦ⇒M, where an arrow x→ y is a pair
(u,g) with u ∈ Ex and g : x→ y in Φ. Composition is given by

(u,g) · (v,h) := (u+(g a v),g ·h).

Here is a display of the book-keeping involved:
u v

x

.................

g
- y

.................

h
- z.

There is a morphism of groupoids (i.e. a functor)� : E nΦ→Φ, “forgetting
the E-part”.

Exercise 6.5.1 Show that the groupoid E nGL(E→M) acts on the left on the
bundle E→M,

(u,g) a v := u+(g a v),

and that it by this action may be identified with the groupoid of invertible affine
maps between the fibres of E→M.)

A connection ∇ in the groupoid E n Φ amounts to the following data: for
x∼ y, an element θ(x,y)∈Ex, and an arrow ∇(x,y) : x→ y in Φ. The condition
that ∇(x,x) is the identity arrow at x implies that θ(x,x) = 0, and also that ∇

is a connection in the groupoid Φ⇒ M. So ∇ may be identified with a pair
(θ ,∇), where θ is a 1-form with values in the vector bundle E →M, and ∇ is
a connection in Φ.

We consider the curvature R
∇

of the connection ∇ = (θ ,∇). So for (x,y,z)
an infinitesimal 2-simplex in M, we consider

(θ(x,y),∇(x,y)) · (θ(y,z),∇(y,z)) · (θ(z,x),∇(z,x)) ∈ (E n Φ)(x,x).

Since � is a functor, and ∇ = � ◦∇, it is clear that the second component is
R∇(x,y,z) ∈Φ(x,x). The first component is in Ex. What is it?
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Proposition 6.5.2 Assume that E→M is locally of the form M×W →M with
W a KL vector space. Let ∇ = (θ ,∇) be a connection in E n Φ⇒ M. Then
the first component of R

∇
(x,y,z) is (d∇θ)(x,y,z) ∈ Ex. In other words

R(θ ,∇) = (d∇
θ ,R∇).

Proof. Calculating ∇(x,y) ·∇(y,z) ·∇(z,x) by the recipe for composition in
E n Φ gives, for its first component,

θ(x,y)+∇(x,y) a θ(y,z)+(∇(x,y) ·∇(y,z)) a θ(z,x).

This we must compare with d∇θ(x,y,z), which by definition is

(∇(x,y) a θ(y,z))−θ(x,z)+θ(x,y).

Two of the three terms here match two of the terms in the previous expression;
to match the remaining terms we need that

∇(x,y) ·∇(y,z) a θ(z,x) =−θ(x,z).

This we carry out in a “coordinatized” situation, i.e. where E = M×W , with M
an open subset of a finite dimensional vector space and W a KL vector space;
in this case θ may be written θ(x,y) = (x,Θ(x;y− x)) with Θ : M×V →W ,
linear in the second argument; and ∇(x,y)(y,w) = (x,ω(x,y)(w)) where ω is a
GL(W )-valued 1-form (in analogy with Proposition 3.7.5); we can then apply
the Taylor principle in the calculation of (∇(x,y) ·∇(y,z)) a θ(z,x); we get
(identifying the fibres of E→M with W )

(∇(x,y) ·∇(y,z)) a θ(z,x) = ω(x,y) ·ω(y,z) aΘ(z;x− z)

and replace z by x in the middle factor; then we end up with Θ(z;x− z) (=
Θ(x;x− z)), and the result is then immediate.

In particular, we see that the torsion of an affine connection λ is part of the
curvature of a connection in a certain semidirect product, namely the connec-
tion determined by λ together with the solder form. (Combine Proposition
6.5.2 and Theorem 4.8.1.)

Affine Bianchi Identity

It is convenient to have the notion of covariant derivative of bundle valued
forms described explicitly for the case of constant group- or vector-bundles.
We shall do it for the case of constant group bundles M×H → M (with H a
group). (The vector bundle case is then a further special case, which the reader
may want to make explicit.) We do not assume that the connection ∇ in the
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constant bundle M×H →M is the trivial connection; rather, it is encoded by
an Aut(H)-valued 1-form ν on M, so that for x∼ y in M,

∇(x,y)(y,h) = (x,ν(x,y)(h)).

Differential k-forms ω with values in the bundle M×H→M may be identified
with H-valued k-forms,

ω(x0,x1, . . . ,xk) = (x0,ω(x0,x1, . . . ,xk)).

The formula for coboundary d· is changed into dν
· ; explicitly, for k ≥ 2, the

k + 2 factors in the formula (6.2.1) for d·ω are unchanged, except that the
first factor is modified by ν , i.e. the factor ω(x1, . . . ,xk+1) ∈ H is replaced by
ν(x0,x1)(ω(x1, . . . ,xk+1)). This modification is for, the special case at hand,
the modification by ∇(x0,x1) in the first factor of (6.3.1). For k = 1, the formula
for dν can similarly be read out of (6.3.2),

dν
· ω(x,y,z) := ω(x,y) ·ν(x,y)(ω(y,z)) ·ω(x,z)−1.

An H-valued 1-form σ on M gives rise to an Aut(H)-valued 1-form adσ ,

(adσ)(x,y)(h) := σ(x,y) ·h ·σ(x,y)−1.

Recall from general group theory that if a group G acts by group homo-
morphisms on an (additively written) group W , from the left, say, there is a
semidirect product group W n G; its underlying set is W ×G, and the group
multiplication is given by

(w1,g1) · (w2,g2) := (w1 +(g1 a w2),g1 ·g2).

Projection to G is a group homomorphism; the neutral element is (0,1). Let us
also record the formula for conjugation in W n G:

(t,n) · (b,r) · (t,n)−1 = (t +(n a b)− (n · r ·n−1) a t,n · r ·n−1). (6.5.1)

If H =W nG, an H-valued k-form on M may be identified with a pair (β ,ρ) of
k-forms, where β takes values in W and the ρ takes values in G. An H-valued
1-form (θ ,ν) gives rise to an Aut(H)-valued 1-form ad(θ ,ν), as described
above.

We consider the special case where W is a KL vector space, and where G =
GL(W ), the group of linear automorphisms of W . This group is a subgroup of
the algebra End(W ) of linear endomorphisms of W , and the underlying vector
space of this algebra is a KL vector space. We consider H = W n GL(W ).

Let (θ ,ν) be an H-valued 1-form on M, and let (β ,ρ) be an H-valued
k-form on M, with k ≥ 2. We want to describe the H-valued k + 1-form
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dad(θ ,ν)(β ,ρ). Recall that if ρ is a GL(W )-valued form, we get an End(W )-
valued form lρ by subtracting 1 ∈ GL(W ). We shall prove

Proposition 6.5.3 We have

dad(θ ,ν)(β ,ρ) = (dν
β ± (lρ ∧θ),dadν

ρ)

with the sign being minus if k is even, plus if k is odd.

Here, ∧ refers to the bilinear map End(W )×W →W sending (r,w) to r(w).

Proof. The assertion about the second component follows immediately be-
cause the projection� : W nGL(W )→GL(W ) is a group homomorphism. We
evaluate dad(θ ,ν)(β ,ρ) on an infinitesimal k +1-simplex (x0,x1, . . . ,xk+1); the
value is by definition a product in W nGL(W ) of k+2 factors. It follows from
Proposition 6.2.9 that the product of the last k + 1 of them may be calculated
in the direct product W ×GL(W ), rather than in the semidirect W nGL(W ). In
particular, the W -component of these k +1 factors is

k+1

∑
1
±β (x0,x1, . . . , î, . . . ,xk+1). (6.5.2)

On the other hand, the first factor is special, since it involves conjugation by
(θ(x0,x1),ν(x0,x1)); explicitly, this factor is

(θ(x0,x1),ν(x0,x1))·(β (x1, . . . ,xk+1),ρ(x1, . . . ,xk+1))·(θ(x0,x1),ν(x0,x1))−1.

We use the general formula (6.5.1) for conjugation in W nG, with t = θ(x0,x1),
n = ν(x0,x1), b = β (x1, . . . ,xk+1), and r = ρ(x1, . . . ,xk+1). The W component
of the first factor is by (6.5.1) equal to

t +n(b)− (n · r ·n−1)(t), (6.5.3)

but from (6.2.9) follows that for n = ν(x0,x1) and t = θ(x0,x1), the conjugation
by n has no effect. So the the sum (6.5.3) may be rewritten

θ(x0,x1)+ν(x0,x1)(β (x1, . . . ,xk+1))−ρ(x1, . . . ,xk+1)(θ(x0,x1)).

The middle term here goes together with the terms of (6.5.2) to yield dν β (x0, . . . ,xk+1);
the remaining two terms yield −lρ(x1, . . . ,xk+1)(θ(x0,x1)). However,

−lρ(x1, . . . ,xk+1)(θ(x0,x1)) = lρ(x1, . . . ,xk+1)(θ(x1,x0))

= (lρ ∧θ)(x1, . . . ,xk+1,x0);

which in turn is ±(lρ ∧ θ)(x0,x1, . . . ,xk+1) where the sign is the sign of the
cyclic permutation of k + 2 letters, so is minus if k is even, plus if k is odd.
This proves the Proposition.
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Consider a vector bundle E→M, and the groupoid GL(E→M). Consider a
connection ∇ = (θ ,∇) in E n GL(E→M), as above; by Proposition 6.5.2, its
curvature is (d∇θ ,R∇). By the Bianchi identity for the connection ∇ = (θ ,∇)

dad∇(d∇
θ ,R∇)≡ (0,1).

On the other hand, by Proposition 6.5.3, the W -component of this 2-form is
d∇(d∇θ)− lR∇∧θ . This provides an alternative proof of d∇(d∇θ) = lR∇∧θ

for E→M valued 1-forms θ .
The following “affine Bianchi identity” is a special case.

Corollary 6.5.4 The torsion τ := d∇θ satisfies

d∇
τ = lR∇∧θ .

This is just the special case obtained from Proposition 6.3.2 by taking E→M
to be T M→M, and taking θ to be the solder form of M. – This equation “d
of the torsion equals curvature wedge solder” is sometimes called the affine
Bianchi identity, cf. [6] 6.2.

6.6 The Lie algebra of G

We continue to assume that the group G can be embedded as a subgroup of
the multiplicative monoid of a KL algebra A, so that we can utilize the calcu-
lations of Section 6.1. Then e ∈ G equals the multiplicative unit 1 ∈ A. The
algebra A is to be thought of as an auxiliary thing, not intrinsically tied to G in
the same way as Te(G) is; we shall assume that G is a manifold, hence micro-
linear, so that in particular Te(G) carries a Lie algebra structure, as described
by (4.9.3). Ultimately, the Lie bracket on Te(G) was constructed in terms of
the group theoretic commutator of elements of G. In the present Section, we
shall provisionally denote this bracket operation on Te(G) by double square
brackets [[−,−]], for contrast with the algebraic commutator [−,−] on A; so
now (4.9.3) reads

[[ξ ,η ]](d1 ·d2) = {ξ (d1),η(d2)}, (6.6.1)

where curly brackets denote group theoretic commutator.
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Let us collect some of the constructions involved, in the following diagram:

Te(G)
L = principal part - A

G ⊇ M(e)

loge

6

l = subtract e
- M(0).

inclusion

6

(6.6.2)

It is easy to see that the diagram commutes. For, let g ∼ e in G. Then the
principal part of the tangent vector loge(g), i.e. of d 7→ (1− d) · e + d · g =
e+d · (g− e), is g− e, i.e. it is l(g).

The map L : Te(G)→ A is clearly injective. By construction, it satisfies

d ·L(τ) = τ(d)− e (6.6.3)

for τ ∈ TeG and d ∈ D.

We now have three binary operations on A, on G, and on Te(G), respectively:

• 1) the algebraic commutator on A,

[a,b] := a ·b−b ·a,

• 2) the group commutator on G

{x,y} := x · y · x−1 · y−1,

• 3) and finally the Lie bracket [[−,−]] on Te(G) = g as given in Section 4.9,
and characterized by (6.6.1).

Recall that M(e) is stable under the group theoretic commutator formation,
see Proposition 6.1.4, and the remarks immediately following it.

Theorem 6.6.1 The maps in the diagram (6.6.2) preserve these operations:

l({g,h}) = [l(g), l(h)],

L([[ξ ,η ]]) = [L(ξ ),L(η)],

loge({g,h}) = [[loge(g), loge h]],

where g and h are in M(e), ξ and η in Tx(G).
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Proof. The first of these equations was proved in Proposition 6.1.4, in the
form of (6.1.2). The third follows purely formally from the first two, using
injectivity of L. So it remains to prove the second equation.

Let ξ and η belong to Te(G). To prove L([[ξ ,η ]]) = [L(ξ ),L(η)], it suffices
to prove for all (d1,d2) ∈ D×D that

d1 ·d2 ·L([[ξ ,η ]]) = d1 ·d2 · [L(ξ ),L(η)]

for all d1 and d2 in D (this is just a matter of cancelling the two universally
quantified dis, one at a time). We calculate

d1 ·d2 ·L([[ξ ,η ]]) = [[ξ ,η ]](d1 ·d2)− e

(by (6.6.3)

= {ξ (d1),η(d2)}− e

(by (6.6.1)

= [ξ (d1)− e,η(d2)− e]

(by Proposition 6.1.4)

= [d1 ·L(ξ ),d2 ·L(η)]

(using (6.6.3) on each “factor”); but this equals the right-hand side of the de-
sired equation, by the bilinearity of the algebraic commutator [−,−]. This
proves the Theorem.

Because of the Theorem, we may henceforth denote the Lie bracket [[−,−]]
in Te(G) by the same symbol [−,−] as the algebraic commutator in A.

6.7 Group valued vs. Lie algebra valued forms

We consider a Lie group G; the unit is denoted e. We have in Section 3.7
considered (simplicial) 1- and 2-forms on a manifold M with values in G. We
shall compare these to (simplicial as well as classical) differential forms with
values in Te(G) = g, the Lie algebra of G. To a G-valued simplicial 1-form ω ,
we get a simplicial Te(G)-valued 1-form ω̃ by applying loge : M(e)→ Te(G).
(Note that if x ∼ y in M, then ω(x,y) ∼ e in G, so that we may apply loge to
it.) Thus ω̃ is defined by

ω̃(x,y) := loge ω(x,y).
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Similarly if θ is a simplicial G-valued 2-form, we get a Te(G)-valued simplicial
2-form θ̃ ,

θ̃(x,y,z) := loge θ(x,y,z).

Now since Te(G) is a KL vector space, there is by Theorem 4.7.1 a bijective
correspondence between simplicial Te(G)-valued forms µ on M, and classical
Te(G)-valued forms µ on M. Recall that the passage from µ to µ was given
explicitly in formula (4.7.1). Applying this to the case where µ is ω̃ or θ̃ , and
substituting the defining equations for ω̃ and θ̃ in terms of loge, we thus get
that for G-valued simplicial 1- and 2-forms ω and θ on M, there exist unique
classical Te(G)-valued forms ω and θ satisfying

ω(logx(y)) = loge(ω(x,y)) (6.7.1)

and similarly

θ(logx(y), logx(z)) = loge(θ(x,y,z)). (6.7.2)

The Theorem to be proved in this Section concerns a simplicial G-valued
1-form ω and its coboundary θ = d·ω which is a G-valued simplicial 2-form.
The decoration “·” on the coboundary operator d is to remind us that it is the
multiplication in G which is used to produce d·ω out of ω , by the recipe in
Section 3.7.

Let ω a G-valued simplicial 1-form on a manifold M. So we have also the
simplicial G-valued 2-form d·ω . Let ω and d·ω be the corresponding classical
Te(G)-valued forms given by (6.7.1) and (6.7.2), respectively (with θ = d·ω).
We shall prove

Theorem 6.7.1 In the above situation

d·ω = 1
2{dω + 1

2 [ω,ω]}.

Here, d denotes the exterior derivative for classical differential forms (as in
Theorem 4.7.2), and the square bracket denotes the wedge product of classical
differential forms with respect to the bilinear Lie bracket on Te(G). The factor
1
2 outside the curly bracket is essentially a matter of convention: it comes from
the factors 1

2 which occur in Theorem 4.7.2 (for k = 1) and in Theorem 4.7.3
(for k = l = 1), comparing simplicial coboundary with exterior derivative, and
cup product with wedge product, respectively.

Proof of the Theorem. Let ω and d·ω be the classical Te(G)-valued 1- and
2-forms om M corresponding to the G-valued forms ω and d·ω , respectively.
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By the way the correspondence between G-valued forms and classical Te(G)-
valued forms was set up, ω is also the classical 1-form corresponding to the
simplicial Te(G)-valued 1-form loge ω by the correspondence of Theorem 4.7.1,
and likewise d·ω corresponds to the Te(G)-valued simplicial 2-form loge(d·ω).

First, we claim that we have the following equality of Te(G)-valued simpli-
cial forms

loge d·ω = d+ loge ω + 1
2 [loge ω, loge ω] (6.7.3)

the square bracket here being the cup product w.r.to to Lie bracket on Te(G).
Since L is a Lie algebra homomorphism by Theorem 6.6.1, and is injective, it
suffices to see that

L(loge d·ω) = L(d+ loge ω))+ 1
2 [L(loge ω),L(loge ω)],

with the square bracket now denoting cup product w.r.to the algebraic com-
mutator [−,−] on A. By the commutativity of the diagram (6.6.2), and using
L◦d+ = d+ ◦L, this in turn is equivalent to l(d·ω) = d+lω + 1

2 [lω, lω], which
is true by Proposition 6.2.5 (in the form of equation (6.2.7)); thus (6.7.3) is
proved.

Now, if ω is the classical Te(G)-valued 1-form corresponding to the sim-
plicial Te(G) valued 1-form lω , it follows from Theorem 4.7.2 that 1

2 dω is
the classical 2-form corresponding to d+lω , and from Theorem 4.7.3 it fol-
lows that 1

2 [ω,ω] (= wedge product w.r.to [−,−]) is the classical 2-form corre-
sponding to [lω, lω]. Since the correspondence between classical and simpli-
cial Te(G)-valued differential forms is clearly linear, the formula of Theorem
6.7.1 follows.

Recall that for a Lie group G, we have a canonical simplicial G-valued 1-
form ω on G, namely what we in Section 3.7 called the Maurer-Cartan form,
given by

ω(x,y) = x−1 · y,

which trivially is closed, d·ω = 0, where 0 denotes the 2-form with constant
value e ∈ G. Since 0 = 0 by the process θ 7→ θ of (6.7.2), we get immediately
from the formula in Theorem 6.7.1:

Corollary 6.7.2 (Maurer-Cartan equation) For ω the Maurer-Cartan form
on a Lie group G,

dω + 1
2 [ω,ω] = 0.

(The TeG valued 1-form ω is the classical left invariant Maurer-Cartan form.)
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6.8 Infinitesimal structure of M1(e)⊆ G

A main aspect of Lie theory is the theory describing how infinitesimal alge-
braic structure around e contains information about the whole group G. In
the classical treatment, and partly also in the previous sections, the infinites-
imal structure is encapsuled in Te(G), where the group multiplication on G
cunningly induces a Lie algebra structure on Te(G).

In the present Section, we shall present that aspect of Lie Theory which
deals with M(e) = M1(e), the (first order) neighbourhood around e ∈ G. One
may see this as a paraphrasing of the treatment of “formal groups” in Serre’s
[104], LG 4.

We note that we cannot expect the multiplication map G×G→G to restrict
to a map M(e)×M(e)→M(e). Consider e.g. the most basic of all Lie groups,
(R,+). Here M(e) is D⊆ R, and we know that D is not stable under addition.

So in the general case, x∼ e and y∼ e does not imply x · y∼ e. It turns out,
however, that if not only x∼ e and y∼ e, but also x∼ y, then we can conclude
x · y∼ e.

For notation, we let {x,y} denote the group theoretic commutator of x and
y,

{x,y}= x · y · x−1 · y−1,

for any x,y∈G. Also, recall that if x∼ y in G, there is a map [x,y] : R→G given
by affine combinations, t 7→ (1− t)x + ty. (We omit the multiplication-dot
(1− t) · x + t · y previously used in connection with such affine combinations,
because this dot is now reserved for the multiplication in G. Also beware that
the square brackets used in most of the present section have nothing to do with
Lie bracket or algebraic commutator.)

Theorem 6.8.1 1) If x∼ e in G , then x−1 ∼ e, in fact, it is the affine combina-
tion

x−1 = 2e− x,

(= the mirror image of x in e), and as such, does not depend on the multiplica-
tion ·.

2) If x ∼ e in G, then the map [e,x] : R→ G is a group homomorphism
(R,+)→ (G, ·). All the points in the image of this map are mutual neighbours.

3) If x∼ e and y∼ e, then x · y∼ e iff x∼ y.
4) If x∼ e, y∼ e and x∼ y, the group commutator {x,y} is an affine combi-

nation of the mutual neighbour points x · y, x,y,e:

{x,y}= 2(x · y)−2x−2y+3e, (6.8.1)
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and in particular {x,y} ∼ e; and x · y is an affine combination of the mutual
neighbour points {x,y},x,y,e:

x · y = x+ y+
1
2
{x,y}− 3

2
e. (6.8.2)

In particular, if x and y commute, x · y = x + y− e, and as such, x · y does not
depend on the multiplication ·.

Proof. Note that assertion 1) is a special case of 2), by considering −1 ∈ R. –
To prove assertions 2)-5), we need to coordinatize the situation.

If U is an open subset of G containing e, then for x∼ e, we have x ·y∼ y. For,
right multiplication by y is a map G→ G, hence x∼ e implies x · y∼ e · y = y.
So if both x and y are∼ e, then x ·y∼ y∼ e, so x ·y is a second order neighbour
of e, hence x · y ∈ U . Similarly a product of k factors ∼ e gives a kth order
neighbour of e, hence such product is in U as well.

If U ⊂ G is an open subset containing e, it follows that the multiplication
restricts to a map

M(e)×M(e)→M2(e)⊆U. (6.8.3)

In particular, let us pick a coordinate neighbourhood U around e which iden-
tifies it with an open subset of a finite dimensional vector space V , and with
e identified with 0 ∈ V . So M(e) gets identified with D(V ), and from (6.8.3),
we get a map

m : D(V )×D(V )→U ⊆V (6.8.4)

Since x · e = x, it follows that m(x,0) = x, and similarly m(0,y) = y, for x and
y in D(V ). From KL then follows that there is a unique bilinear B : V ×V →V
such that for all x,y ∈ D(V ), we have m(x,y) = x+ y+B(x,y), or, returning to
x · y notation,

x · y = x+ y+B(x,y) (6.8.5)

for all x,y ∈ D(V ) = M(e).
Since x ∼ e, we have the map [e,x] : R→ G given by affine combinations

of neighbour points. All its values are neighbour points of e, and hence the
map factors through the open subset U . Thus it gets identified with the map
[0,x] : R→ V (recalling that e = 0 under this identification). This is the map
t 7→ tx. The assertion 2) then amounts to tx · sx = (t + s)x. We calculate the left
hand side, using (6.8.5); we get

tx · sx = tx+ sx+B(tx,sx).

But the last term vanishes since it depends in a bilinear way on x ∈D(V ). This
proves 2).
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To prove 3) amounts by (6.8.5) to proving that for x ∈ D(V ) and y ∈ D(V )

x+ y+B(x,y) ∈ D(V ) iff x− y ∈ D(V ).

Since x and y are in D(V ), x− y ∈ D(V ) iff (x,y) ∈ D̃(2,V ). The result now
follows from Proposition 1.2.18.

To prove 4), we first have to calculate the group commutator {x,y} in terms
of B. The calculations involved in this are almost explicitly to be found in e.g.
[104] (LG.4 §7); now they just come in a different conceptual garment. We
first calculate x · y · x−1 in coordinate terms:

Lemma 6.8.2 For x ∈ D(V ) and y ∈ D(V ), we have

x · y · x−1 = y+B(x,y)−B(y,x). (6.8.6)

Proof. It suffices to prove

x · y = (y+B(x,y)−B(y,x)) · x.

Note that, for x fixed, y+B(x,y)−B(y,x) depends linearly on y, so is in D(V )
since y ∈ D(V ); so we can calculate both sides here using (6.8.5). The right
hand side gives

y+B(x,y)−B(y,x)+ x+B(y+B(x,y)−B(y,x),x),

but the “nested” appearances of B expressions vanish, since x ∈ D(V ), so we
are left with x+y+B(x,y), and this is the left hand side of the desired equation,
by (6.8.5) again.

We note that the expression in (6.8.2) is in D(V ); for, it depends linearly on
y, and y∈D(V ). Also, it is∼−y; for, subtracting−y yields 2y+B(x,y)−B(y,x)
which is in D(V ) since it depends linearly on y ∈ D(V ). So we may calculate
(x · y · x−1) · y−1 by (6.8.5) again; using (6.8.2), this yields

[y+B(x,y)−B(y,x)]− y+B([y+B(x,y)−B(y,x)],−y);

here the two isolated ys kill each other, and the last term is 0 since it depends
bilinearily on y ∈ D(V ); so we are left with B(x,y)−B(y,x). We record the
result in the following

Lemma 6.8.3 For x ∈ D(V ) and y ∈ D(V ), we have

{x,y}= B(x,y)−B(y,x). (6.8.7)

Note that these two Lemmas do not depend on x∼ y. However, when x∼ y,
we have (x,y) ∈ D̃(2,V ), and for such (x,y), the bilinear B(x,y) behaves as if
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it were alternating (see Section 1.3), hence −B(y,x) = B(x,y). We have then
the following expression for {x,y}:

{x,y}= 2B(x,y). (6.8.8)

Since the right hand side here depends linearly on x and on y, it follows that
{x,y} is ∼ x, ∼ y, and also ∼ 0 = e. Substituting B(x,y) = 1

2{x,y} in (6.8.5),
we get, still assuming x∼ y,

x · y = x+ y+
1
2
{x,y}; (6.8.9)

equivalently, since e = 0

x · y = x+ y+
1
2
{x,y}− 3

2
e. (6.8.10)

The right hand side here is an affine combination of mutual neighbour points,
and as such is preserved by the identification of the open neighbourhood of e in
G with an open neighbourhood of 0 in V , and this proves (6.8.2). The equation
(6.8.1) comes about equational rewriting. – The assertion about commuting
elements x,y now follows because {x,y}= e if x and y commute.

Example 6.8.4 Consider the set

G := {(x1,x2) ∈ R2 | x2 is invertible }.

It is an open subset of R2, so in particular, it is a manifold. It carries a group
structure given by

(x1,x2) · (y1,y2) := (x1 + x2y1,x2y2).

(This is a semi-direct product; we can also see it as the group of affine iso-
morphisms R→ R; with the notation of the Appendix, (x1,x2) ∈ G defines the
affine map ||x1 | x2|| : R→ R given by t 7→ x1 + tx2 which is invertible since x2

is invertible.) The unit e is (0,1), and the inverse of (x1,x2) is (−x−1
2 x1,x−1

2 ).
So this is a Lie group.

To see the above calculations in coordinates, we describe an open set U ⊆
R2, and a bijection G→U (taking e ∈ G to 0 ∈ R2) by taking U = {(x1,x2) |
x2 + 1 is invertible }, and the bijection G→U is simply “subtracting (0,1)”.
The group structure on G gets transported via this bijection to a group structure
on U , which is easily seen to be

(x1,x2) · (y1,y2) = (x1 + y1 + x2y1,x2 + y2 + x2y2),

with (0,0) as multiplicative unit. The right hand side here may be rewritten

(x1,x2)+(y1,y2)+(x2y1,x2y2),
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so the bilinear B : V ×V → V , which was the basis for our calculation (here
with V = R2), is given by he third term in this expression. (The example is
atypical in the sense that the formula for the multiplication in terms of + and B
applies to all elements of the group, not just to neighbours of the multiplicative
unit (0,0).)

Let x denote (x1,x2), and similarly for y. Then if x and y are not only neigh-
bours of e = (0,0), but also mutual neighbours (i.e. (x,y) ∈ D̃(2,2)), we have
B(x,y) = (x2y1,0).

For such x,y, the commutator {x,y} can be calculated to (−d,0) where d is
the determinant of the 2×2 matrix (x,y). The expression (6.8.8) gives 2x2y1,
but for (x,y) ∈ D̃(2,2), this equals minus the determinant.

Jacobi Identity from Hall Identity
Let us record a reformulation of Lemma 6.8.3; since by (6.8.5) B(x,y) = x ·y−
x− y and B(y,x) = y · x− y− x for x ∼ 0 = e and y ∼ 0 = e, we have for such
x,y that B(x,y)−B(y,x) = x · y− y · x; therefore, Lemma 6.8.3 implies

{x,y}= x · y− y · x. (6.8.11)

The right-hand side here may be denoted [x,y], since it looks like the commu-
tator construction in associative algebras (“algebraic commutator”). But note
that there is no associative algebra around, and there is no a priori reason why
a Jacobi identity should hold. For the rest of this section [x,y] denotes this “al-
gebraic commutator” construction. For x and y neighbours of 0 = e, we have
by (6.8.11)

{x,y}= [x,y]. (6.8.12)

We may similarly, for x,y,z ∈ D(V ), calculate {{x,y},zy} (Here, zy denotes
y · z · y−1). Note that both arguments in the outer {−,−} are in D(V ), so we
may use the formula (6.8.12) on it; we also use the formula for the {−,−}
inside the first argument; for the second argument, we use Lemma 6.8.2. We
get

[{x,y},zy] = [[x,y],zy] = [[x,y],z+B(y,z)−B(z,y)];

the terms involving B vanish by expansion of the outer (bilinear) [−,−], be-
cause of repeated occurrence of y. We are left with [[x,y],z]; let us record this
also:

Proposition 6.8.5 For x,y and z ∈ D(V ), we have

{{x,y},zy}= [[x,y],z].
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This can be used to prove the Jacobi Identity for the bilinear [−,−] :V×V→
V (essentially following the exposition in [104] LG 4). One has in any group
G the beautiful 42 letter identity of Ph. Hall, which with our conventions reads
that the cyclic product of {{x,y},zy} is e. Now each of the three factors in this
cyclic product is in D(V ) whenever x,y,z∈D(V ), and equals the cyclic product
of [[x,y],z], by Proposition 6.8.5. We expand this product of three factors using
(6.8.5); starting e.g. with

[[x,y],z] · [[y,z],x] = [[x,y],z]+ [[y,z],x]+B([[x,y],z], [[y,z],x]);

in the B term here, x occurs twice in linear position, so that the B term vanishes;
we get

[[x,y],z] · [[y,z],x] = [[x,y],z]+ [[y,z],x],

and similarly

[[x,y],z] · [[y,z],x] · [[z,x],y] = [[x,y],z]+ [[y,z],x]+ [[z,x],y].

Thus the cyclic product of {x,y},zy} is [[x,y],z] + [[y,z],x] + [[z,x],y], but on
the other hand, the cyclic product is 0, by the Hall identity. Thus [[x,y],z] +
[[y,z],x]+ [[z,x],y] = 0. Since this holds for x,y,z in D(V ), and B is bilinear, it
holds for all x,y,z ∈V , by KL.

Exercise 6.8.6 The cyclic product referred to in Ph. Hall’s identity is in full

{{x,y},zy} · {{y,z},xz} · {{z,x},yx}.

Each of the three ·-factors is a 14-fold product. Thus altogether, there are
42 factors. The first ·-factor, for instance, resolves into the following 14-fold
product:

{x · y·x−1 · y−1,y · z · y−1}
= (x · y · x−1 · y−1) · (y · z · y−1) · (y · x · y−1 · x−1) · (y · z−1 · y−1);

this product of 14 factors reduces to a product of 10 factors,

x · y · x−1 · z · x · y−1 · x−1 · y · z−1 · y−1;

writing these 10 factors next to their two cyclically permuted versions gives a
product of 30 factors, and these factors cancel two by two in an elegant pattern,
leaving e.



232 Lie theory; non-abelian covariant derivative

6.9 Left invariant distributions

Let G be a Lie group. Since left multiplication by x ∈ G is a bijection G→ G,
we have that

x∼ y iff e∼ x−1 · y∼ e iff x−1 · y ∈M(e).

For S⊂M(e), we get a refinement ≈ of ∼ by putting

x≈ y iff x−1 · y ∈ S.

If e ∈ S, the relation ≈ is reflexive. If further S is stable under multiplicative
inversion (this is equivalent to S being stable under reflection in e, by Theorem
6.8.1 item (3)), we get that ≈ is symmetric. Under these assumptions, ≈ is
thus a pre-distribution on G. It is evidently left invariant in the sense that x≈ y
implies z · x≈ z · y.

Conversely, given a left invariant pre-distribution ≈ on G, the set S⊆M(e)
given as {z ∈M(e) | z ≈ e} contains e and is stable under multiplicative in-
version. It is clear that this defines a bijective correspondence between left
invariant pre-distributions on G, and subsets S⊆M(e) containing e and stable
under multiplicative inversion.

If S is furthermore a linear subset of M(e), the pre-distribution ≈ is a dis-
tribution, and vice versa.

Proposition 6.9.1 Let S ⊆M(e) be a subset containing e and stable under
multiplicative inversion, and let≈ be the corresponding pre-distribution. Then
≈ is involutive iff S is stable under multiplication of mutual neighbours.

Proof. Assume ≈ involutive. Let x ∈ S, y ∈ S and x ∼ y. Then also x−1 ∈ S.
Now x−1 is an affine combination of x and e (cf. Theorem 6.8.1), and since
e,x,y are mutual neighbours, x−1 ∼ y as well. So for e,x−1,y, we have x−1 ≈ e,
y ≈ e and x−1 ∼ y. By the assumed involutivity of ≈, we conclude x−1 ≈ y,
which means that x · y ∈ S.

Conversely, assume S has the stability property stated, and let x ≈ y, x ≈ z
and y∼ z. The two first statements translate into x−1 ·y ∈ S, x−1 · z ∈ S and the
third one implies that x−1 · y∼ x−1 · z. The same type of “inversion” argument
as in the first part of the proof yields that (x−1 ·y)−1 ∼ x−1 · z, and then we can
use the stability assumption on these two elements to conclude y−1 · z ∈ S, that
is, y≈ z.

In the rest of this section, we assume the validity of the Frobenius Theorem.

Theorem 6.9.2 Let S⊆M(e) be a linear subset stable under multiplication of
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mutual neighbours, i.e. x ∈ S,y ∈ S and x∼ y implies x · y ∈ S. Then there is a
unique maximal connected subgroup H of G with H ∩M(e) = S.

Proof. By the Proposition above, the left invariant distribution ≈ defined by S
is involutive, hence by Frobenius Theorem, G gets partitioned into leaves; let
H be the leaf through e. It is an easy consequence of left invariance of ≈ that
the partition into leaves is likewise left invariant, i.e. if K is a leaf and z ∈ G,
z ·K is likewise a leaf. This in particular implies that the leaf H is stable under
multiplication. Since the partition is stable under left multiplication, x−1 ·H is
a leaf, but if x ∈H, this leaf contains x−1 ·x = e, so equals H, so x ∈H implies
that x−1 ∈ H as well, so H is stable under multiplicative inversion. It follows
that H is a subgroup of G, and it is connected, since any leaf by definition is
so. The fact that H ∩M(e) = S is now a special case of (2.6.4).

Finally, if H ′ is a subgroup with H ′ ∩M(e) = S, it is easy to see that H ′ is
an integral subset for ≈, and so if H ′ is connected, we have H ′ ⊆ H by the
maximality property of H as a leaf. This proves the uniqueness assertion of
the Theorem.

A variant of this Theorem involves the group theoretic commutator rather
than the product itself:

Theorem 6.9.3 Let S ⊆M(e) be a linear subset such that x ∈ S, y ∈ S and
x ∼ y implies {x,y} ∈ S. Then there is a unique maximal connected subgroup
H of G with H ∩M(e) = S.

Proof. Since a linear subset is clearly stable under affine combinations of
mutual neighbours, it follows from Theorem 6.8.1 (item 4) that S is stable
under multiplication of mutual neighbours, so the previous Theorem applies
and gives the conclusion.

Corollary 6.9.4 For any Lie group G, there is a unique maximal connected
subgroup H with M(e)⊆ H.

Proof. We know from Theorem 6.8.1 3) that M(e) is closed under multiplica-
tion of mutual neighbours.

It is also the case that a subgroup H of G with M(e)⊆H is an open subgroup
of G, but this depends on “submersions have open image”. For, the inclusion
H ↪→ G is easily seen to be a submersion.
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6.10 Examples of enveloping algebras and enveloping algebra bundles

If G is a Lie group, one has the Lie algebra Te(G), and hence one has an
associative algebra A, namely the universal enveloping algebra of Te(G); this,
however, is not known to be an example of an enveloping algebra of G in the
sense we have been using it; for one thing, there may be no inclusion map
G→ A, and secondly, it is not clear whether the underlying vector space of A
is KL.

The examples we give now are of a different kind, and in some sense more
elementary.

Example 6.10.1 Let A = gl(n,R), the algebra of n× n matrices with entries
from R; let G = GL(n,R) ⊆ gl(n,R) be the group of invertible matrices. This
is a particularly simple example, since here one can prove that the Lie algebra
g of G is gl(n,R) = A (with algebraic commutator xy− yx as Lie bracket).

Example 6.10.2 We take A = gl(n,R) like in Example 6.10.1, but with G the
group SL(n,R) of matrices of determinant 1. Its Lie algebra consists of matri-
ces of trace 0 ; they do not form a subalgebra of gl(n,R), “algebra” meaning
“associative algebra”.

Both these examples have A finite dimensional (hence KL), and with G a
manifold.

Example 6.10.3 (cf. [12] II.4.5; see also [36] I.12 and in particular [39]). Let
G be a group (a Lie group, say). Let A be the vector space “of distributions† on
G with compact support”; it can in the present synthetic context be construed
as the vector space LinR(RG,R) of linear maps RG → R. It is a KL vector
space (but not finite dimensional in general). Multiplication is convolution
of distributions (using the multiplication of G). Every g ∈ G gives rise to a
punctual distribution, namely the Dirac distribution δg at g. (To make sure that
this is an example, one needs that to prove that the map g 7→ δg is injective,
which is probably not generally possible, on the meager axiomatic basis we
are using here.)

If G is a finite group, LinR(RG,R) is the standard group algebra R[G] (the
vector space with the elements of G as basis). In general, the distributions of
compact support on a group form a kind of a group algebra for it.

Example 6.10.4 Let M be a manifold. We have the vector space RM of func-

† Here, we are talking about distributions in the sense of Schwartz – they are not related to the
geometric distributions ≈ studied in Section 2.6.
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tions on M. Let A be the vector space of R-linear maps RM → RM; it becomes
an associative unitary algebra by taking composition of functions as multiplica-
tion. The group G of invertible maps M→M (= the group of diffeomorphisms)
is a subgroup of the multiplicative monoid of this algebra: to f : M→M, as-
sociate the linear map RM → RM “precompose by f ”. (To make sure that this
is an example, one needs some injectivity, as in the previous example.)

Example 6.10.5 Consider a locally trivial vector bundle E →M whose fibres
Ex are finite dimensional vector spaces. Then we have a locally trivial algebra
bundle End(E)→ M with fibre the algebra End(Ex,Ex) of linear endomor-
phisms of Ex; the multiplication is composition of endomorphisms. There is
a sub-bundle G→M which is a group bundle, namely Gx = GL(Ex), the gen-
eral linear group of linear automorphisms of Ex. (Equivalently, G is the gauge
group bundle of the groupoid GL(E)⇒M.)

If E→M is equipped with a linear bundle connection ∇, then End(E)→M
acquires an algebra connection ad∇: for φ ∈ End(Ey) and x∼ y, put

(ad∇) a φ := ∇(x,y)◦φ ◦∇(y,x) ∈ End(Ex)

(conjugation by ∇(x,y) : Ey→ Ex). It restricts to a group connection in G→M
(in fact, viewing ∇ as a connection in the groupoid GL(E)⇒ M, this is the
connection ad∇ in the gauge group bundle of GL(E)⇒M).
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Jets and differential operators

In this Chapter, we use the same notation and notational shortcuts as in Section
2.7. In particular, if π : E → M is a bundle over manifold M, we let Jk(E)
denote the bundle over M whose fibre Jk(E)x over x ∈ M is the set of k-jet
sections j : Mk(x)→ E (so π( j(y)) = y for all y ∈Mk(x)). Also, the notation
Jk(π) will be used.

Most of the content of the Chapter is paraphrased from [98].

7.1 Linear differential operators and their symbols

Let π : E→M and π ′ : E ′→M be bundles over a manifold M, and let x ∈M.
A differential operator of order ≤ k at x from E to E ′ is a map

(Jk(E))x
d−−−−→ E ′x.

The main interest of this notion is when E and E ′ are vector bundles over M. In
most of this Chapter, bundles are assumed to be vector bundles, locally trivial,
and with KL vector spaces as fibres. Then Jk(E) is a vector bundle over M (it
can be proved likewise to be locally trivial with KL fibres), and one may ask
that the d above is a linear map. We pose

Definition 7.1.1 A linear differential operator of order ≤ k from E to E ′, at
x ∈M, is a linear d : (Jk(E))x→ E ′x.

The vector space of linear differential operators of order ≤ k at x is denoted
Diffk

x(E,E ′); these vector spaces form, as x ranges, a vector bundle over M,
denoted Diffk(E,E ′).

Since there is a (linear) “restriction” map Jk
x (E) → Jl

x(E) for l ≤ k, any
differential operator of order ≤ l gives, by composition with this restriction
map, rise to a differential operator of order ≤ k.

236
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Annular jets

An element j ∈ J1
x (E), i.e. a section 1-jet j : M1(x)→ E, is called an E-valued

(combinatorial) cotangent at x if j(x) = 0 ∈ Ex. If E→M is a product bundle
M×R→ M, such j is of the form j(y) = (y,ω(y)), where ω : M1(x)→ R
takes x to 0 ∈ R; such ω is what we elsewhere have called a (combinatorial)
cotangent at x, cf. e.g. Definition 2.7.3. This should explain the choice of
terminology “E-valued cotangent”.

The notion of E-valued cotangent is the special case k = 1 of the following
notion. Let k be a non-negative integer.

Definition 7.1.2 An annular k-jet section at x of the vector bundle E →M is a
k-jet section j : Mk(x)→ E such that j(y) = 0 ∈ Ey for all y ∈Mk−1(x).

The reason for the name is that we may visualize Mk(x) as a disk around x,
containing the slightly smaller disk Mk−1(x); so an annular jet j : Mk(x)→ E
only takes non-trivial values in the “annulus” between the two disks.

Let Ak
x(E) ⊆ Jk

x (E) be the subset consisting of annular k-jet sections; it is
clearly a linear subspace. By construction, we have a short exact sequence
of vector spaces (exactness in the right hand end depends on the possibility
of extending k− 1-jet sections to k-jet sections; such “extension principle” is
discussed below)

0 −−−−→ Ak
x(E) −−−−→ Jk

x (E) −−−−→ Jk−1
x (E) −−−−→ 0. (7.1.1)

We pose (for E → M and E ′ → M vector bundles over M, and k a non-
negative integer):

Definition 7.1.3 A k-symbol from E to E ′ at x∈M is a linear map Ak
x(E)→E ′x.

The vector space of k-symbols at x is denoted Sbk
x(E,E ′); these vector spaces

form, as x ranges, a vector bundle over M, denoted Sbk(E,E ′), the k-symbol
bundle from E to E ′.

Since Ak
x(E)⊆ Jk

x (E), a differential operator d from E to E ′ of order ≤ k at
x restricts to a k-symbol at x, denoted sbk(d), the k-symbol of d at x.

It is clear that if d comes about by restriction from an operator of order
l < k, then sbk(d) = 0. For, an annular k-jet j at x vanishes on Ml(x), and
hence d( j) = 0.

A k-symbol s at x is not a differential operator, in the sense of Definition
7.1.1, since there is no canonical way to provide a value of s at a k-jet section
j, unless j is annular. (On the other hand, if the short exact sequence (7.1.1) is

kock
Gul seddel
cf. Kolar et al 12.10 (1) for  special case
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provided with a linear splitting, we can extend symbols to genuine differential
operators.)

For V,W vector spaces, let us denote by [V,W ] the vector space of linear
maps V →W . By applying the contravariant functor [−,E ′x] to the short exact
sequence (7.1.1), we get a sequence of vector spaces (whose exactness in the
right hand end depends on further assumptions; the exactness in the left hand
end depends on the extension principle below)

0 - [Jk−1
x (E),E ′x] - [Jk

x (E),E ′x] - [Ak
x(E),E ′x] - 0 (7.1.2)

which by definition of Diff(E,E ′) and Sbk(E,E ′) is the same as

0 - Diffk−1
x (E,E ′) - Diffk

x(E,E ′)
sbk
- Sbk

x(E,E ′) - 0. (7.1.3)

The most important example is when both E →M and E ′→M are just (M×
R)→ M. Then a differential operator of order ≤ k at x ∈ M, from E to E ′,
(called simply “a differential operator of order ≤ k”, but without “from” and
“to”) is tantamount to a law d which to a k-jet Mk(x)→ R associates an ele-
ment in R, in a linear way. In this case, one often omits E an E ′ from notation.
Thus Jk

x is the set of R-valued k-jets at x ∈ M; in particular A1
x is the set of

1-jets from x ∈ M to 0 ∈ R, i.e. it is the set of combinatorial cotangents at x,
– which by (4.5.1) may be identified with T ∗x M = [TxM,R]. Note that we let
M be understood from the context, in order not to overload notation. Strictly,
Jk

x = Jk
x (M×R→M), and similarly for Ak

x.

Example, with M = Rn and k = 1: f 7→ ∂ f /∂xi | 0 is a differential operator at
0∈ Rn of order≤ 1. This kind of operator is what gives name to the differential
operators. This example is a special case of the following.

Example 7.1.4 Let τ be a tangent vector at x ∈M (where M is a manifold); we
get a differential operator Dτ of order ≤ 1 at x,

Dτ : J1(M×R)x→ (M×R)x ∼= R

as described in Section 4.4 (writing M×R for the constant bundle M×R→M);
it is characterized by

d ·Dτ( j) = j(τ(d))− j(x),

where d ∈ D and where j : M(x)→ R is a 1-jet. Let us calculate the 1-symbol
sb1(Dτ) ∈ Sb1(M×R,M×R),

T ∗x M ∼= A1
x

sb1(Dτ)- R.

kock
Gul seddel
cf. Kolar et al 12.14 (1) for a special case
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Let j ∈ A1
x , so j : M(x)→ R has j(x) = 0 (so j is a combinatorial cotangent at

x). Restricting Dτ to such j gives, after multiplication by any d ∈ D,

d · sb1(Dτ)( j) = d ·Dτ( j) = j(τ(d)).

since j(x) = 0. On the other hand, the classical cotangent j : TxM→ R, corre-
sponding to the the cotangent j (cf. (4.5.1)) is given by

d · j(τ) = j(τ(d)).

Comparing, and cancelling the universally quantified d, we thus have

sb1(Dτ)( j) = j(τ);

so under the identification of combinatorial and classical cotangents, the sym-
bol of Dτ is just: “evaluation at τ”.

Alternative presentation of Sbk(E,E ′)

Recall that we assume that the vector bundles E → M under consideration
are locally trivial, and with KL vector spaces as fibres; so, locally there exist
fibrewise linear E ∼= M×W , with W a KL vector space. Then we have an
“extension principle”

for l < k, every l-jet section j : Ml(x)→ E extends (but not canonically) to a
k-jet section j̃ : Mk(x)→ E.

This holds, under the general assumptions made: for, pick locally around x
an isomorphism E ∼= M×W . Then j : Ml(x)→E is of the form j(y) = (y, j(y))
for some j : Ml(x)→W . Since M is a manifold, and the question is local,
we may assume M = V with V a finite dimensional vector space, and with
x = 0 ∈ V . Then Ml(x) = Dl(V ). The map j : Dl(V )→W extends by KL
to a polynomial map V →W (of degree ≤ l). This polynomial map restricts
to a map Dk(V ), and, under the various identifications, provides the desired
extension j̃ : Mk(x)→ E. Of course, j̃ depends on the trivializations chosen.

We remark that to give an R-valued cotangent ωx at every point x of a mani-
fold M is tantamount to giving a (combinatorial) R-valued 1-form ω on M,

ω(x,y) = ωx(y).

Similarly for 1-forms with values in a vector space. However, given a vector
bundle E →M, the data of an E-valued cotangent ωx at every point x ∈M is
not the same as the data of an E →M valued 1-form ω on M in the sense of
Section 3.8. For, for an E-valued cotangent ωx,

ωx(y) ∈ Ey
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whereas for an E-valued 1-form ω

ω(x,y) ∈ Ex.

Pictorially, the E-valued cotangents are “horizontal”, the E-valued 1-forms
“vertical”; but for suitable vector bundles, there is a “verticalization” proce-
dure:

Lemma 7.1.5 [Verticalization of annular section jets] There is a canonical
bijective correspondence between annular k-jet sections j : Mk(x)→ E, and
annular k-jets ĵ : Mk(x)→ Ex.

Proof. A trivialization of E→M over Mk(x) amounts to a Mk(x)-parametrized
family of linear isomorphisms g(y) : Ey→ Ex, with g(x) the identity map of Ex.
Such a trivialization provides a passage j 7→ ĵ from k-jet sections Mk(x)→ E
to k-jets Mk(x)→ Ex, by the formula (writing g(y)(e) as g(y;e))

ĵ(y) = g(y; j(y)).

This clearly provides a bijection between k-jet sections, on the one hand, and k-
jets with values in the fixed Ex, on the other; and this passage does not depend
on j being annular. It does in general depend on the choice of trivialization g.
But if j is annular, we prove by “degree calculus” that it does not depend on the
choice of g. Two choices g1 and g2 differ by a Mk(x)-parametrized family of
linear endomorphisms h(y) : Ex→ Ex (y ∈Mk(x)), with h(x) = 0, as follows:

g2(y;e) = g1(y;e)+h(y;g1(y;e)).

In particular

g2(y; j(y))−g1(y; j(y)) = h(y;g1(y; j(y))).

But since h(x;−) = 0 and j(y) = 0 for y ∈Mk−1(x), it follows by degree
calculus that h(y;g1(y; j(y))) is = 0 on Mk(x) (apply Proposition 2.7.7 to the
bilinear evaluation map [Ex,Ex]×Ex→ Ex, and to the two maps h : Mk(x)→
[Ex,Ex] and Mk(x)→ Ex given by y 7→ h(y;−) and y 7→ g1(y; j(y))).

This verticalization lemma implies a linear isomorphism Ak(E)x ∼= Ak(Ex),
the latter being the vector space of annular jets into the constant vector space
Ex, and for this Ak(Ex), we have a more concrete algebraic presentation, namely
Ak(Ex)∼= Ak

x⊗Ex (where Ak
x = annular jets Mk(x)→ R). This isomorphism is

given by the map

Ak
x⊗Ex - Ak(Ex)

which sends ψ⊗e to the annular Ex-valued jet y 7→ψ(y) ·e (where y∈Mk(x)),
where ψ : Mk(x)→ R is an annular jet, and e ∈ Ex.
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It follows that we have an isomorphism of vector spaces

Sbk
x(E,E ′)∼= [Ak

x⊗Ex,E ′x] (7.1.4)

which to a k-symbol s at x associates the linear map characterized by ψ⊗ e 7→
ψ · ẽ, where ẽ is an (arbitrarily chosen) k-jet section through e ∈ Ex, and where
ψ ∈Ak

x. This is well defined, again by degree calculus, and a local trivialization
of E →M. – By the adjointness which characterizes ⊗, the isomorphism can
be reinterpreted as an isomorphism

Sbk
x(E,E ′)∼= [Ak

x, [Ex,E ′x]] (7.1.5)

The vector space [Ak
x, [Ex,E ′x]] admits, by pure algebra, some other presenta-

tions, e.g. as the vector space of k-homogeneous maps T ∗x M→ [Ex,E ′x]; this is
essentially the concrete presentation given in [98] p. 54. We shall not pursue
k-symbols further, except for the case k = 1:

For k = 1, we have as a special case of (7.1.4) the isomorphism

Sb1
x(E,E ′)∼= [T ∗x M⊗Ex,E ′x] (7.1.6)

given by sending a 1-symbol s at x ∈M into the map T ∗x M⊗Ex→ E ′x, charac-
terized by

ψ⊗ e 7→ s(ψ · ẽ).

In this formula, we consider T ∗x M as the vector space of combinatorial cotan-
gents ψ at x. In terms of classical cotangents, the description looks like this
(recalling (4.5.2) for the correspondence ψ ↔ ψ):

ψ⊗ e 7→ s(
[
y 7→ ψ(logx y) · ẽ(y)

]
.

We have a map β : TxM → Sb1
x(E,E), namely the map which under the

identification in (7.1.6) is described as follows: to τ ∈ TxM, β associates the
linear map T ∗x M⊗Ex → E ′x characterized by ψ ⊗ e 7→ ψ(τ) · e for ψ ∈ T ∗x M,
e ∈ Ex.

Under suitable assumptions on Ex and E ′x (e.g. if Ex = E ′x is finite dimen-
sional of dimension ≥ 1), this map β is actually monic; for, the right hand
side of (7.1.6) is in turn isomorphic to T ∗∗x M⊗ [Ex,E ′x]. If now the linear map
i : R→ [Ex,Ex] which takes 1 ∈ R to the identity map of Ex is monic, we have
monic linear maps

TxM
η- T ∗∗x M ∼= T ∗∗x M⊗R

id⊗i- T ∗∗x M⊗ [Ex,Ex],

(with η the canonical map to the double dual, the last map is T ∗∗x M⊗ i) and the
composite here is, modulo the identifications, equal to β , which thus is monic.
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7.2 Linear deplacements as differential operators
We continue to consider a locally trivial vector bundle E→M whose fibres are
KL vector spaces.

We shall analyze the Lie algebroid of the groupoid GL(E → M), i.e. the
bundle A (GL(E→M)) of deplacements in this groupoid.

Let ξ be a deplacement in the groupoid GL(E →M)⇒M; we call such a
linear deplacement; it is given by a tangent vector ξ : D→M at x (the anchor
of ξ ), and for each d ∈ D, there is a linear isomorphism ξ (d) : Ex → E

ξ (d),
with ξ (0) the identity map of Ex. The deplacement ξ defines a first order linear
differential operator Dξ at x from E to itself, i.e. a map Dξ : J1(E)x→ Ex; it is
given by the formula

d ·Dξ ( f ) =
[
ξ (d)−1( f (ξ (d)))

]
− f (x) (7.2.1)

for f : M(x)→ E a 1-jet section at x ∈M. In particular, if f is an annular 1-jet
section at x,

d ·Dξ ( f ) = ξ (d)−1( f (ξ (d))). (7.2.2)

We shall calculate the 1-symbol of this differential operator. In the follow-
ing Proposition, e denotes an element of Ex, ψ denotes an element of T ∗x M,
(a classical cotangent), so ψ : TxM → R is a linear map. The combinatorial
cotangent corresponding to ψ is denoted ψ .

Proposition 7.2.1 The 1-symbol sb1(Dξ ) corresponds under the isomorphism
(7.1.6) to the map given by ψ⊗ e 7→ ψ(ξ ) · e.

Proof. By the description (7.1.6), sb1(Dξ ) corresponds to the map

ψ⊗ e 7→ Dξ (ψ · ẽ).

Now for d ∈ D,

d · sb1(Dξ )(ψ · ẽ) = d ·Dξ (ψ · ẽ)

= ξ (d)−1(
ψ(ξ (d)) · ẽ(ξ (d))

)
= ψ(ξ (d)) ·ξ (d)−1(ẽ(ξ (d))

)
since ξ (d)−1 is linear; since now ψ(ξ (d)) is 0 when d = 0, it follows from the
Taylor principle that we may replace the two ds in the second factor by 0’s, so
that the equation may be continued

= ψ(ξ (d)) · e

= d ·ψ(ξ ) · e
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by the formula for the correspondence ψ ↔ ψ . Cancelling the universally
quantified d gives the result.

The Proposition 7.2.1 may be seen as part of a more comprehensive asser-
tion, best formulated in diagrammatic terms. Consider the following diagram
(whose bottom row is the “symbol exact sequence” (7.1.3) for k = 1)

0 - [Ex,Ex] - A (GL(E→M))x
α - TxM - 0

0 - Diff0
x(E,E)

∼=
?

- Diff1
x(E,E)
?

- Sb1
x(E,E)

β

?
- 0

(7.2.3)

The central vertical map is the “linear deplacements as differential operators”;
α is the anchor map. The right hand square commutes by Proposition 7.2.1.
The map [Ex,Ex]→A (GL(E →M))x sends a linear a : Ex→ Ex into the de-
placement ξ with ξ (d) = id−d · a, which is a deplacement along the zero
tangent at x (= the map “d 7→ x for all d”). Then the left hand square com-
mutes. The exactness of the top row is easy; for the exactness in the right hand
ends, one must use the assumption that the bundle E→M is locally trivial.

It follows from standard diagram chasing arguments in abelian categories
that the right hand square is a pull-back. We therefore have the following
proposition (cf. [80] III.2, where A (GL(E→M)) is denoted CDO(E)):

Proposition 7.2.2 The bundle A (GL(E →M)) sits in a pull back diagram of
vector bundles over M,

A (GL(E→M))
α - T M

Diff1(E,E)
?

sb1
- Sb1(E,E)

β

?

.

(The map β was described at the end of Section 7.1; it is not monic without
further assumptions on E; for instance, E→M might be the zero vector bundle,
Ex = 0 for all x. But under a not too strong regularity assumption, as discussed
there, it is monic, and since the right hand square is a pull-back, it then follows
that the central vertical map is monic.)
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7.3 Bundle theoretic differential operators

We may “globalize” the pointwise notions of Sections 7.1 and 7.2: If E →M
and E ′→M are bundles over a manifold M, a map JkE→ E ′ (commuting with
the structural maps to M) is called a (global) differential operator of order ≤ k
from E to E ′, since it for each x ∈ M restricts to a differential operator at x,
as considered previously. (There is a notion of “differential operator along a
map”, of which both the global and the pointwise notion are special cases;
see Remark 7.3.2 below.) We also call such JkE → E ′ a bundle theoretic dif-
ferential operator, to contrast this notion with the notion of sheaf theoretic
differential operator to be considered in Section 7.4 below.

Bundle-theoretic differential operators may be composed. The main in-
gredient in this composition is the inclusion of holonomous jets into non-
holonomous ones, cf. Section 2.7,

Jk+l(E)⊆ Jl(Jk(E)),

for E a bundle over a fixed manifold M. This inclusion gives almost imme-
diately a way to compose differential operators on bundles over M: given
d : Jk(E)→ E ′ and δ : Jl(E ′)→ E ′′ we can produce

Jk+l(E) - Jl(Jk(E))
Jl(d)- Jl(E ′)

δ - E ′′

thus providing a differential operator from E to E ′′ of order ≤ k + l. (The
second map here Jl(d) here is just applying the functorality of the jet bundle
construction Jl , cf. Section 2.7.)

Remark 7.3.1 Some readers may find the following generality enlightening
in the construction of the bundle Jk(E)→M of k-jets of sections of a bundle
E → M. Let there be given a pair of parallel maps N ⇒ M, where M is a
manifold; call the two maps α and β . (For the application to k-jet bundles,
take N to be M(k), the kth neighbourhood of the diagonal, and take α and β

to be the projections.) If now E → M is a bundle over M, one may form a
new bundle over M, namely β∗(α∗(E)). (Recall that β∗ is the right adjoint of
pull-back functor β ∗.) The fibre of β∗α

∗E over m ∈M consists of laws which
associate to each g ∈ N with β (g) = m an element in E above α(g).

Given a morphism φ of parallel pairs with common codomain M, from
(α ′,β ′) to (α,β ), there is a “restriction map”

β
′
∗α
′∗E→ β∗α

∗E;

it comes about as follows: we have by assumption that α ′ = α ◦ φ and β ′ =
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β ◦φ , so we may rewrite β ′∗α
′∗E as the right hand side of the following map

β∗α
∗E - β∗φ∗φ

∗
α
∗E

where the map itself comes about from the unit for the adjunction φ ∗ a φ∗, by
whiskering on the left with β∗ and on the right by α∗.

This construction explains, in general terms, the “restriction” map from
Jk(E)→ Jl(E) (where k ≥ l), since then the inclusion of M(l) ⊆M(k) is such a
morphism φ of parallel pairs.

Remark 7.3.2 If f : M′ → M is a map between manifolds, and E → M and
E ′ → M′ are bundles, a differential operator (of order ≤ k) from E → M to
E ′→M′ along f is a map of bundles over M′, f ∗JkE→ E ′, or, equivalently, a
map of bundles over M, JkE→ f∗E ′.

The following construction applies to linear differential operators between
locally constant vector bundles with KL vector spaces as fibres. These assump-
tions imply that an l-jet section at x ∈ M extends (not canonically) to a k-jet
section (k ≥ l), and they also imply that degree calculus is available.

Let ξ : E→M and η : E ′→M be two such vector bundles.
Let ψ ∈ C∞(M) = RM , and let d be a linear differential operator from E

to E ′ of order ≤ k. We construct a new linear differential operator, likewise
from E to E ′, denoted [d,ψ], of order ≤ k−1, by the following recipe. Given
s ∈ Jk−1(E)x. Extend in some way s to a k-jet section s′. Then since the
function ψ −ψ(x) vanishes at x, it follows by degree calculus that the k-jet
(ψ −ψ(x)) · s′ does not depend on the choice of the extension s′ of s, and so
we may define

[d,ψ](s) := d
(
(ψ−ψ(x)) · s′

)
. (7.3.1)

The construction may be “localized”: we just need that d is a differential op-
erator at x, d : Jk(E)x→ E ′, as explained in Section 7.1.

7.4 Sheaf theoretic differential operators
If ξ : E → M is a vector bundle, we denote by C∞(ξ ) the space of sections
S : M→ E of ξ . (It exists as a space, by virtue of Cartesian Closedness of E .)
It carries a structure of module over R. But it is also a module over the ring
C∞(M) = RM of functions ψ : M→ R:

(ψ · f )(x) := ψ(x) · f (x),

using the multiplication in Ex by scalars in R.
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Let ξ : E→M and η : E ′→M be two vector bundles over the manifold M.

Definition 7.4.1 A sheaf theoretic differential operator of order ≤ k from ξ

to η is an R-linear map D : C∞(ξ )→ C∞(η) with the property that for any
S ∈C∞(ξ ), D(S)(x) only depends on the k-jet of S at x.

To a linear (bundle theoretic) differential operator d of order ≤ k from ξ to
η , one immediately associates a sheaf theoretic one, namely the d̃ given by

(d̃(S))(x) := d( jk
x(S)).

It is clear that if D is a sheaf theoretic differential operator of order ≤ k, and
ψ : M→ R is a function, we get two new operators ψ ·D and D ·ψ , given by,
respectively(

(ψ ·D)(S)
)
(x) := ψ(x) ·D(S)(x) and (D ·ψ)(S) := D(ψ ·S); (7.4.1)

they are likewise of order≤ k. So given any R-linear D : C∞(ξ )→C∞(η), and
any ψ ∈ C∞(M), we may form the R-linear D ·ψ −ψ ·D : C∞(ξ )→ C∞(η),
which we denote [D,ψ]. Then [D,ψ] = 0 for all ψ ∈C∞(M) iff D is C∞(M)-
linear.

Proposition 7.4.2 Given a bundle theoretic differential operator d of order≤ k
and a function ψ : M→ R. Then

[̃d,ψ] = d̃ ·ψ−ψ · d̃(= [d̃,ψ]).

Proof. Consider S ∈C∞(ξ ). Consider for fixed x ∈M the value [̃d,ψ](S)(x) ∈
E ′. With s denoting the k−1-jet of S at x, we have

[̃d,ψ](S)(x) = d
(
(ψ−ψ(x)) · s

)
;

here, s also denotes the k-jet of S at x, which will serve as a possible s′ in the
recipe for [d,ψ](s). Since ψ · s clearly is the k-jet of ψ · S at x, the right hand
side here is the desired

(
d̃ ·ψ−ψ · d̃

)
(S)(x). This proves the proposition.

Soft vector bundles

We have described a process which to a bundle theoretic differential operator
d associates a sheaf theoretic one, d̃. We give sufficient conditions for this
process to be a bijection.

For this purpose, we consider soft vector bundles ξ : E → M; by this, we
understand a locally trivial vector bundle whose fibres are KL vector spaces,
and which have the following softness property (for any k):
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1) any k-jet of a section of ξ extends to a global section M→E (equivalently,
for each x ∈M, the restriction map C∞(ξ )→ Jk(E)x is surjective)

2) any global section f : M→ E which vanishes on Mk(x) may be written
as a sum of functions of the form

(Πk
i=0φi) ·h,

where each φi : M→ R vanishes at x, and where h : M→ E is a global section
(a “Hadamard Remainder”).

The softness condition 1) is quite restrictive, in the form given; it obtains
in the models based on smooth functions on paracompact manifolds, by virtue
of existence of partitions of unity, and integrals; but it does not obtain in the
more algebraic models where RM may be R, even for good manifolds M, like
projective spaces.

A treatment of sheaf theoretic differential operators in algebraic context is
therefore a little more complicated, and more genuinely sheaf theoretic. Such
treatment may be found in [12] II.4.5 and II.4.6.

From 2) follows:

3) If f ∈C∞(ξ ) is a section vanishing on Mk(x), then f may be written as a
sum of functions of the form ψ ·h where h ∈C∞(ξ ) vanishes on Mk−1(x) and
ψ : M→ R vanishes at x.

Proposition 7.4.3 Under the softness assumptions given, the process which to
a bundle theoretic differential operator d associates a sheaf theoretic one, d̃,
is a bijection.

Proof. Given a sheaf theoretic D : C∞(ξ )→ C∞(η), of order ≤ k, say. We
construct a vector bundle map d : JkE → E ′ by constructing for each x ∈M a
linear map dx : (JkE)x→ E ′x. Let j ∈ (JkE)x; by softness of E→M, j extends
to a global section j̃, and we put dx( j) := D( j̃)(x). The order assumption on D
implies that this value does not depend on the choice of the extension j̃. The
verification that this process does provide an inverse for the d 7→ d̃ is essentially
trivial.

We proceed to analyze to what extent sheaf theoretic differential operators
C∞(ξ )→C∞(η) are C∞(M)-linear

Let ξ : E →M and η : E ′→M be two vector bundles (soft etc.). Consider
an R-linear map

C∞(ξ )
D- C∞(η). (7.4.2)
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An example of such D is given whenever we have a fibrewise linear map g :
E→ F over M; then we can define

D( f ) := g◦ f , (7.4.3)

and this D is clearly not only R-linear, but C∞(M)-linear: g◦(φ · f ) = φ ·(g◦ f )
since each gx : Ex → Fx is linear. (This D is of course = g̃, when we view
g : E→ E ′ as a bundle theoretic differential operator of order ≤ 0.)

Conversely,

Proposition 7.4.4 Let D : C∞(ξ )→C∞(η) be C∞(M)-linear. Then it is of the
form (7.4.3) for a unique fibrewise linear g.

Proof. Let e ∈ Ex. Choose an ẽ ∈ C∞(ξ ) with ẽ(x) = e, and put g(e) :=
D(ẽ)(x) ∈ Fx. To show that this does not depend on the choice of ẽ: another
choice is of the form ẽ + f , where f ∈ C∞(ξ ) has f (x) = 0. Such f may be
written ψ ·h with h ∈C∞(ξ ), and with ψ ∈C∞(M) and ψ(x) = 0. Then

D(ẽ+ f ) = D(ẽ)+D( f ) = D(ẽ)+D(ψ ·h)

= D(ẽ)+ψ ·D(h),

the last by the assumed C∞(M) linearity of D. Now the last term here vanishes
on x since ψ does, and so we arrive again at D(ẽ)(x). This proves that g is well
defined. It is easy to see that g is fibrewise linear. To see D( f )(x) = g( f (x)),
we pick the ẽ in the recipe for g( f (x)) to be the given f .

It follows from Proposition 7.4.4 that we have bijective correspondences
between

• fibrewise linear maps E→ E ′

• bundle theoretic linear differential operators from ξ to η of order ≤ 0
• sheaf theoretic differential operators of order from ξ to η ≤ 0
• C∞(M)-linear maps C∞(ξ )→C∞(η).

Proposition 7.4.5 Let D : C∞(ξ )→ C∞(η) be an R-linear map. Then D is a
(sheaf theoretic) differential operator of order ≤ k if and only if for any ψ ∈
C∞(M), [D,ψ] : C∞(ξ )→C∞(η) is a (sheaf theoretic) differential operator of
order ≤ k−1.

Proof. For the implication ⇒, we use the corresponding fact for bundle the-
oretic differential operators, noted at the end of Section 7.3 and the fact that
the correspondence preserves the bracket formation (Proposition 7.4.2). For
the implication⇐: by linearity, it suffices to prove that if f ∈C∞(ξ ) vanishes
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on Mk(x), then D( f )(x) = 0. Now by 3) above, f may be written as a sum
of functions ψ ·h with ψ ∈C∞(M) vanishing at x and h ∈C∞(ξ ) vanishing on
Mk−1(x). It suffices to prove that D vanishes on such a product ψ ·h. Since h
vanishes on Mk−1(x), we have by assumption that ([D,ψ](h))(x) = 0, i.e we
have that the function D(ψ ·h)−ψ ·D(h) vanishes at x. The second term does
so automatically, since ψ(x) = 0; hence so does the first term D(ψ ·h), and this
proves the Proposition.

Proposition 7.4.6 Let ξ : E →M and η : E ′→M be soft vector bundles over
M, and let D : C∞(ξ )→C∞(η) be an R-linear map. Then D is a (sheaf theo-
retic) differential operator of order ≤ k iff for all ψ0, . . . ,ψk ∈C∞(M),

[[. . . [D,ψ0], . . .],ψk] = 0.

Proof. This is by induction in k. The induction step is contained in Proposition
7.4.5, and the k = 0-case was dealt with in Proposition 7.4.4.
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Metric notions

One may say that if there is no metric, there is no geometry† In the present
synthetic context, the notion of Riemannian (and pseudo-Riemannian) metric
comes, for manifolds, in a combinatorial manifestation, besides in the classi-
cal manifestation in terms of the tangent bundle. We shall utilize both mani-
festations, and their interplay. The combinatorial notion deals essentially with
points which are second order neighbours, x∼2 y.

8.1 Pseudo-Riemannian metrics
Both the combinatorial and the classical notion are subordinate to the notion
of quadratic differential form, which likewise comes in a combinatorial and
in a classical manifestation. A Riemannian metric on M will be a quadratic
differential form with a certain positive-definiteness property.

We begin with the combinatorial notions (cf. [47]).

Definition 8.1.1 A (combinatorial) quadratic differential form on a manifold
M is a map g : M(2)→ R vanishing on M(1) ⊆M(2).

Note the analogy with the notion of differential R-valued 1-form on M,
which is (cf. Definition 2.2.3) a map M(1)→ R vanishing on M(0) ⊆M(1). (Re-
call that M(0) is the diagonal in M×M.)

The canonical example is M = Rn, with

g(x,y) =
n

∑
i=1

(yi− xi)2,

whose meaning is the square distance between x and y. (The distance itself
cannot well be formulated for neighbour points (of any order), it seems.)

† I don’t agree completely, since a metric depends on a choice of unit of length; geometry does
not.

250
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Quadratic differential forms are always symmetric:

Proposition 8.1.2 Let g : M(2)→ R be a quadratic differential form. Then g is
symmetric, g(x,y) = g(y,x), for any x ∼2 y. Furthermore, g extends uniquely
to a symmetric M(3)→ R.

Proof. The assertions are local, so we may assume that M is an open subset
of a finite dimensional vector space V . Then M(2) may be identified with M×
D2(V ) via (x,y) 7→ (x,y−x), and g gets identified with a map M×D2(V )→ R
vanishing on M×D1(V ). It follows from Taylor expansion, Theorem 1.4.2,
that g may be written in the form

g(x,y) = G(x;y− x,y− x) (8.1.1)

with G(x;−,−) : V ×V → R bilinear and symmetric. (This G is the metric
tensor of the metric g, relative to the “coordinate system” V .) In terms of G,
g(y,x) is then g(y,x) = G(y;x−y,x−y) = G(y;y−x,y−x). Taylor expanding
from x in the direction of y− x, we thus get

g(y,x) = G(x;y− x,y− x)+dG(x;y− x,y− x,y− x)

= g(x,y)+dG(x;y− x,y− x,y− x).

The second term vanishes due to trilinear occurrence of y−x ∈D2(V ). (Warn-
ing: Don’t attempt to shortcut this proof by quoting the “Taylor principle”
1.4.2; it only applies when y− x ∈ D1(V ).)

For the proof of the second assertion: a possible extension of g to g : M(3)→
R has, as a map M×D3(V )→ R, the form (for y∼3 x)

g(x,y) = G(x;y− x,y− x)+T (x;y− x,y− x,y− x) (8.1.2)

with T (x;−,−,−) : V 3→ R trilinear and symmetric. In terms of G and T , we
calculate g(y,x), for y∼3 x:

g(y,x) = G(y;x− y,x− y)+T (y;x− y,x− y,x− y)

= G(x;x− y,x− y)+dG(x;y− x,x− y,x− y)

+T (x;x− y,x− y,x− y)+dT (x;y− x,x− y,x− y,x− y)

by Taylor expansion of G and T in their non-linear variable from x in the
direction y− x;

= G(x;y− x,y− x)+dG(x;y− x,y− x,y− x)−T (x;y− x,y− x,y− x)
(8.1.3)

using bi- and trilinearity for the sign changes that occur, and noting that the
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dT term vanishes since it contains y− x ∈ D3(V ) in a quadri-linear position.
Comparing (8.1.2) and (8.1.3), we see that

T (x;y− x,y− x,y− x) = 1
2 dG(x;y− x,y− x,y− x),

and from this, uniqueness of g follows. For existence, we just have to check
that (for y∼3 x)

g(x,y) := G(x;y− x,y− x)+ 1
2 dG(x;y− x,y− x,y− x)

is indeed symmetric in x,y, and this is essentially the same calculation. This
proves the Proposition.

To a quadratic differential form g on M, we can to each x ∈ M associate a
bilinear form Cx : TxM× TxM → R in a coordinate free way as follows. For
τ1 and τ2 tangent vectors at x, we consider the function c of (d1,d2) ∈ D×D
given by the expression

c(d1,d2) :=− 1
2 g(τ1(d1),τ2(d2)).

Note that τi(di) ∼1 x; hence τ1(d1) ∼2 τ2(d2), so that the expression makes
sense. If d1 = 0, we get g(x,τ2(d2)), which is 0 since x∼1 τ2(d2). Similarly if
d2 = 0. As a function of (d1,d2), c is therefore (by KL) of the form

c(d1,d2) = d1 ·d2 ·Cx

for a unique Cx ∈ R. This Cx depends on τ1 and τ2 ∈ TxM, and so defines a map
Cx : Tx(M)×Tx(M)→ R. Thus Cx : TxM×TxM→ R is characterized by

d1 ·d2 ·Cx(τ1,τ2) =− 1
2 g(τ1(d1),τ2(d2)).

We claim that Cx is symmetric bilinear. It suffices to prove this in a coordi-
natized situation, i.e. where M is an open subset of a finite dimensional vector
space V . Then TxM may canonically be identified with V via principal-part for-
mation, and then it suffices to see that Cx equals the G(x;−,−) considered in
the proof of Proposition 8.1.2. This is the content of the following Proposition.
We write 〈τ1,τ2〉 for Cx(τ1,τ2).

Proposition 8.1.3 With the identifications mentioned, 〈τ1,τ2〉 = G(x;a1,a2),
where ai is the principal part of the tangent vector τi at x ∈M (i = 1,2).
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Proof. We calculate d1d2〈τ1,τ2〉 by the recipe in terms of g; we have

d1d2〈τ1,τ2〉=− 1
2 g(τ1(d1),τ2(d2))

=− 1
2 g(x+d1 ·a1,x+d2 ·a2)

=− 1
2 G(x+d1 ·a1;d2 ·a2−d1 ·a1,d2 ·a2−d1 ·a1)

and using bilinearity and symmetry of G(x+d1 ·a1;−,−), this calculates fur-
ther:

= G(x+d1 ·a1;d1 ·a1,d2 ·a2)

= d1d2 ·G(x+d1 ·a1;a1,a2)

= d1d2 ·G(x;a1,a2)

by Taylor principle; finally, by cancelling d1 and d2 (which appear universally
quantified), we obtain

〈τ1,τ2〉= G(x;a1,a2),

proving the Proposition.

For V a vector space, V ∗ denotes the vector space of linear maps V → R.
A bilinear form B : V ×V → R gives rise to a linear map B̂ : V → V ∗, namely
B̂(u)(v) := B(u,v). From standard linear algebra, we have the notion of non-
degenerate bilinear form B : V ×V → R: this means that B̂ : V → V ∗ is an
isomorphism.

This is equivalent to saying that for any choice of bases for V and V ∗, the
matrix of B̂ is an invertible matrix (which in turn is equivalent to saying that
this matrix has invertible determinant).

The “standard bilinear form” or “dot product” on Rn is the symmetric (x,y) 7→
∑xiyi. It is non-degenerate.

We now say that a quadratic differential form g on a manifold M is a pseudo-
Riemannian metric (or that it makes M into a pseudo-Riemannian manifold) if
for every x∈M and for some, or equivalently for every, local coordinate system
around x by a finite dimensional vector space V , the map G(x;−,−) : V ×V →
R (as in the proof of Proposition 8.1.2) is non-degenerate.

An equivalent, but coordinate free, description of the notion, in terms of the
tangent bundle T M, is that the bilinear forms TxM×TxM→ R induced by g as
described, are non-degenerate.

So if g is non-degenerate, we have for each x a linear isomorphism TxM→
(TxM)∗. This means in particular that g induces an isomorphism of vector
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bundles over M between the tangent- and cotangent bundle,

T (M)
ĝ-�
ǧ

T ∗(M) (8.1.4)

A pseudo-Riemannian manifold (M,g) is called a Riemannian manifold if
the bilinear forms TxM× TxM → R induced by g are positive definite, in the
sense explained in the Appendix. “Positive definite” makes sense provided we
assume that the ring R has some kind of order; explicitly, we assume that R is
Pythagorean ring, in the sense of the Appendix. This implies that a notion of
positivity can be derived from the algebraic structure of R.

A main theorem in differential geometry is the existence and uniqueness of
a symmetric affine connection λ , the Levi-Civita connection, compatible with
a given pseudo-Riemannian metric. We formulate this Theorem in synthetic
terms below, but we don’t prove it here, since the “synthetic” proofs known
are as elaborate as the classical ones. (For a proof in the synthetic context, see
[47].)

If g is a quadratic differential form on a manifold M, and λ an affine con-
nection on M, we say that λ is compatible with g if for x∼1 y, the λ transport

M1(x)
λ (x,y,−)- M1(y)

preserves g, i.e. if for any z1 and z2 which are ∼1 x (so that in particular z1 ∼2

z2), we have

g(z1,z2) = g(λ (x,y,z1),λ (x,y,z2)).

Theorem 8.1.4 (Levi-Civita) If g is a pseudo-Riemannian metric on a man-
ifold M, there exists a unique symmetric affine connection λ on M which is
compatible with g.

The Levi-Civita connection for g, as given by the Theorem, gives rise to a
range of geometric concepts which can be formulated for arbitrary symmetric
affine connections, and so the following section could equally well have been
placed already in Chapter 2.

8.2 Geometry of symmetric affine connections
In the present section, we consider an n-dimensional manifold, equipped with
a symmetric (= torsion free) affine connection λ . We show how λ allows us
to extend some of the notions and constructions, referring to the first order
neighbour relation ∼1, to the second order neighbour relation ∼2. First of
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all, λ itself may be seen as extending the canonical “parallelogram-formation”
(x,y,z) 7→ y− x + z, (for x,y,z mutual 1-neighbours) to the case where y and
z are 1-neighbours of x, but not necessarily mutual 1-neighbours; this is what
Proposition 2.3.4 tells us.

Extending the log-exp-bijection

Recall the log-exp bijection: if x∈M, we have a bijective map expx : D1(TxM)→
M1(x), with inverse logx. We shall use the symmetric affine connection λ as-
sumed presently on M to extend this “first-order” exp to a “second order” exp,
which is to be a bijection

exp(2)
x : D2(TxM)→M2(x)⊆M.

It is an easy consequence of Proposition 1.3.3 and Taylor Expansion, The-
orem 1.4.2, that for a finite dimensional vector space V and a manifold M, a
symmetric map f : D1(V )×D1(V )→M factors uniquely across the addition
map D1(V )×D1(V )→ D2(V ), i.e. there is a unique f : D2(V )→M such that
f (v1 + v2) = g(v1,v2) for the vi in D1(V ) (i = 1,2).

So to construct exp(2)
x it suffices to construct a symmetric f : D1(TxM)×

D1(TxM)→M, and for f we take

f (τ1,τ2) := λ (x,exp(τ1),exp(τ2)),

for τi ∈ D1(TxM) (i = 1,2), which is symmetric because of the assumed sym-
metry of λ .

We shall analyze exp(2) in terms of the Christoffel symbols for λ . So assume
M is an open subset of a finite dimensional vector space V ; then as in (2.3.12),
we have (for x∼1 y and x∼1 z)

λ (x,y,z) = y− x+ z+Γ(x;y− x,z− x) (8.2.1)

with Γ : M×V×V →V bilinear in the last two arguments, and also symmetric,
because of the assumed symmetry of λ . Then we claim that

exp(2)
x (u) = x+u+ 1

2 Γ(x;u,u) (8.2.2)

(where we identify tangent vectors ∈ D2(TxM) with their principal part u ∈
D2(V )).

Under the identification of tangent vectors at x ∈M ⊆V with their principal
parts, it follows from Proposition 4.3.1 that expx(v) = x + v for v ∈ D1(V ).
Therefore the equation defining f reads, under this identification

f (v1,v2) = λ (x,x+ v1,x+ v2)
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for vi ∈D(V ) (i = 1,2). Expressing λ in terms of Christoffel symbols, λ (x,y,z)=
y− x+ z+Γ(x;y− x,z− x), the defining equation for f , as in (8.2.1), is there-
fore the first equality sign in

f (v1,v2) = (x+ v1)− x+(x+ v2)+Γ(x;v1,v2) = x+ v1 + v2 +Γ(x;v1,v2).

Using symmetry of λ , and hence of Γ(x;−,−), this can be rewritten

f (v1,v2) = x+ v1 + v2 + 1
2 Γ(x;v1 + v2,v1 + v2),

so now we have identified the unique factorization f of f over the addition
map;

f (u) = x+u+ 1
2 Γ(x;u,u),

for u ∈ D2(V ). Since exp(2) was defined as this f , we have therefore proved
(8.2.2).

The map exp(2)
x : D2(TxM)→M2(x) thus described is invertible; its inverse

log(2)
x is given in the coordinatized situation in terms of Γ as

log(2)
x (x+u) = u− 1

2 Γ(x;u,u) (8.2.3)

for u ∈ D2(V ) (identifying a tangent vector at x with its principal part ∈ V ).
The fact that the map log(2)

x thus described is indeed inverse for exp(2)
x is a

simple calculation using bilinearity of Γ(x;−,−), together with the the fact
that Γ(x;u,Γ(x;u,u)) = 0 and Γ(x;Γ(x;u,u),Γ(x;u,u)) = 0, due to u ∈D2(V ).

Point reflection, and midpoint formation
One can use the exp(2) and log(2) maps to construct affine combinations of
pairs of 2-neighbours, x∼2 z, extending the canonical affine combinations of 1-
neighbours considered in Section 2.1. We shall only consider the combination
2x− z, “reflection of z in the point x”, and the combination 1

2 x+ 1
2 z, “midpoint

of x and z”. We give the point reflection a special notation, ρx(z). (Later on,
when x is understood from the context, we shall write z′ instead of ρx(z)). In
terms of exp(2) and log(2), point reflection is defined by

ρx(z) := exp(2)
x (− log(2)

x (z))

for z∼2 x. Equivalently

log(2)
x (ρx(z)) =− log(2)

x (z). (8.2.4)

To see that for z ∼1 x, this is actually 2x− z, we utilize that exp(2) and log(2)

extend the first order exp and log. It suffices to see that for z ∼1 x, we have
− logx(z)= logx(2x−z) in TxM. So for d ∈D, we should prove (− logx(z))(d)=
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(logx(2x− z))(d), and this is a simple calculation using the very definition of
logx in terms of affine combinations (cf. Section 4.3):

(− logx(z))(d) = (logx(z))(−d) = (1+d) · x−d · z,

whereas

(logx(2x− z))(d) = (1−d) · x+d · (2x− z),

and these expressions are equal by plain algebra.

One may alternatively prove the result by using the expressions for log(2)

and exp(2) in terms of Christoffel symbols Γ; the terms involving Γ vanish for
first order neighbours:

Exercise 8.2.1 Prove that the reflection ρx, in terms of Christoffel symbols,
may be expressed (for z = x+u with u ∈ D2(V ))

ρx(x+u) = x−u+Γ(x;u,u).

In a similar vein, we may describe the midpoint of x∼2 z as exp(2)
x ( 1

2 log(2)
x (z)).

It extends the affine combination 1
2 x + 1

2 z in case x ∼1 z. The apparent asym-
metric role of x and z in the formula is easily seen to be spurious.

Exercise 8.2.2 Prove that the midpoint formation, in terms of Christoffel sym-
bols Γ, may be expressed

midpoint (x,x+u) = x+ 1
2 u− 1

8 Γ(x;u,u)

for u ∈ D2(V ). Prove also that, for u and v in D1(V )

midpoint (x+u,x+ v) = x+ 1
2 u+ 1

2 v+ 1
4 Γ(x;u,v).

The following Exercises may be solved using Christoffel symbols.

Exercise 8.2.3 Prove that x is the midpoint of z and ρx(z), and that z is the
reflection of ρx(z) in this midpoint.

Exercise 8.2.4 Let y ∼1 x and z ∼1 x, so that λ (x,y,z) may be formed. Prove
the “parallelogram law” that the midpoint of y and z is the same as the midpoint
of x and λ (x,y,z).

Exercise 8.2.5 Prove that λ may be reconstructed from point reflection and
midpoint-formation: λ (x,y,z) is the reflection of x in the midpoint of y and z.
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Exercise 8.2.6 Prove that λ may be reconstructed from midpoint formation
alone: λ (x,y,z) is the midpoint of 2y−x and 2z−x (these two point reflections
are affine combinations of first order neighbour points, so do not depend on any
further structure on the manifold). The relevant picture is here:
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2z− x
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Exercise 8.2.7 Assume that g is a quadratic differential form on M (not nec-
essarily related to the connection λ ). Prove that g(x,z) = g(x,ρx(z)), and that
g(z,ρx(z)) = 4 ·g(x,z). (Hint: it suffices to consider the coordinatized situation
M⊆V , and to express g in terms of G(−;−,−) : M×V ×V → R, as in (8.1.1).
Also, express λ in terms of Christoffel symbols.)

Remark 8.2.8 In case g is a (pseudo-) Riemannian metric, midpoint-formation
for the associated Levi-Civita connection may be characterized purely “metri-
cally” as follows: the midpoint y0 of x∼2 z is the unique stationary point ∼2 x
for the function M3(x)→R given by y 7→ g(x,y)+g(y,z) where g : M(3)→R is
the unique symmetric extension of g, cf. Proposition 8.1.2; see [47], Theorem
3.6.

We consider now a manifold equipped with a symmetric affine connection
λ ; it gives rise to log(2) and exp2, as described. Assume further that M is
provided with a quadratic differential form g : M(2) → R; it gives rise to bi-
linear forms TxM× TxM, also described above. We do not assume that λ is
the Levi-Civita connection for g (in fact, we do not even assume that g is non-
degenerate).

We then have an “isometry”-property of the log(2)-exp(2)-bijections.

Proposition 8.2.9 For z∼2 x, g(x,z) = 〈log(2)
x z, log(2)

x z〉.

Proof. We work in a coordinatized situation M ⊆ V , so that g is encoded by
G : M×V ×V → R, and the connection is encoded by Γ : M×V ×V → V ,



8.3 Laplacian (or isotropic) neighbours 259

with both G and Γ symmetric bilinear in the two last arguments. Let z∼2 x, so
z is of the form x+u with u ∈ D2(V ). Then on the one hand

g(x,z) = G(x;u,u),

and on the other hand, by (8.2.3), log(2)
x (z) = u− 1

2 Γ(x;u,u) so that

〈log(2)
x z, log(2)

x z〉= G(x;u− 1
2

Γ(x;u,u),u− 1
2

Γ(x;u,u)),

and expanding this by bilinearity, we get G(x;u,u) plus some terms which
vanish because they are tri- or quadri-linear in u.

Transport of second order neighbours
An affine connection λ on M induces a linear connection on the tangent bun-
dle T M → M, cf. Proposition 4.3.7. In particular, for x ∼ y, we get a linear
isomorphism TxM→ TyM. It restricts to a bijection D2(TxM)→ D2(TyM). If
λ is symmetric (as we assume throughout in the present Section), combining
this bijection with the log(2)-exp(2)-bijections, we obtain a bijection λ (x,y,−) :
M2(x)→M2(y), extending the first order transport λ (x,y,−). From the very
construction, it is clear that these transports are compatible with the log(2)-
exp(2)-bijections.

8.3 Laplacian (or isotropic) neighbours
For any pseudo-Riemannian manifold M of dimension n≥ 2, we introduce (cf.
[49], [51]) the “L-neighbourhood M(L) of the diagonal” with

M(1) ⊆M(L) ⊆M(2).

(The letter “L” stands for “Laplacian”, and this term was chosen because ∼L

provides us with a geometric description of the Laplace operator ∆, see Sec-
tion 8.4.) We write x ∼L y for (x,y) ∈ M(L). In the case where the pseudo-
Riemannian metric is actually Riemannian, the structure ∼L will allow us to
formulate the notion of divergence of a vector field, and the notion of harmonic
map M→ R, in a geometric way. Also the notion of conformal map M→M′

can be formulated in terms of ∼L; in fact, ∼L is a conformal invariant.

The DL(V )-construction
We begin by the pure linear algebra underlying the L-neighbour relation. Let V
be an n-dimensional vector space (n≥ 2), equipped with a symmetric bilinear
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map 〈−,−〉 : V ×V → R. Then the subset DL(V ) ⊆ V is defined as the set of
a ∈V such that for all u and v in V ,

〈a,a〉 · 〈u,v〉= n · 〈a,u〉 · 〈a,v〉. (8.3.1)

In particular, putting u = v = a, one gets that 〈a,a〉 · 〈a,a〉= n · 〈a,a〉 · 〈a,a〉, so
〈a,a〉2 = 0. It does not follow, however, that 〈a,a〉 itself is 0, see Remark 8.3.6
below. (For V 1-dimensional, we put DL(V ) = D2(V ).)

It is clear that if f : V →V ′ is a linear isomorphism between n-dimensional
vector spaces, and f preserves given symmetric bilinear forms 〈−,−〉 on V
and V ′, then f takes DL(V ) to DL(V ′). It even suffices that f preserves the
bilinear forms up to a scalar factor Λ,

〈 f (u), f (v)〉= Λ · 〈a,b〉

for all u and v in V . In this sense DL(V ) is not only invariant under isometries,
but under conformal linear isomorphisms; we return to this point.

Let V and V ′ be n-dimensional vector spaces, and assume a symmetric bi-
linear form 〈−,−〉 on V ′, as above.

Proposition 8.3.1 Consider maps f and g from D2(V ) to V ′ which agree on
D1(V ) and take 0 to 0. Let a ∈D2(V ). Then f (a) ∈DL(V ′) iff g(a) ∈DL(V ′).

Proof. From Taylor expansion (Theorem 1.4.2) and the assumptions on f and
g follows that there is a symmetric bilinear B : V ×V → V ′ such that for all
x ∈ D2(V ), g(x) = f (x) + B(x,x). Also by Taylor expansion and f (0) = 0,
we may, for x ∈ D2(V ) write f (x) = f1(x) + f2(x,x) with f1 linear and f2

bilinear. Assume f (a) ∈ DL(V ′). To prove that g(a) ∈ DL(V ′), we must prove
for arbitrary u,v in V ′ that

〈 f (a)+B(a,a), f (a)+B(a,a)〉·〈u,v〉−n·〈 f (a)+B(a,a),u〉·〈 f (a)+B(a,a),v〉= 0.

Expanding by bilinearity, one gets 〈 f (a), f (a)〉 · 〈u,v〉−n · 〈 f (a),u〉 · 〈 f (a),v〉
which is 0 since f (a) ∈DL(V ′), plus some terms like 〈 f1(a),B(a,a)〉 · 〈u,v〉 or
−n · 〈 f1(a),u〉 · 〈B(a,a),v〉, and they vanish since a ∈ D2(V ).

We proceed to give a purely equational description of DL(V ), in case V = Rn

with the standard bilinear form (dot-product) 〈x,y〉 = ∑xiyi. We write DL(n)
for DL(Rn).

Proposition 8.3.2 For n≥ 2, the set DL(n) consists of the vectors a =(a1, . . . ,an)
which satisfy the equations

ai ·a j = 0 for i 6= j and a2
1 = a2

2 = . . . = a2
n.
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Proof. Assume a = (a1, . . . ,an)∈DL(n). Let ei be the ith standard basis vector
in Rn, so ai = 〈a,ei〉. Then for i 6= j, we have 〈ei,e j〉 = 0, so putting u = ei,
v = e j in the defining condition for DL(Rn), we get

0 = 〈a,a〉 · 〈ei,e j〉= n · 〈a,ei〉 · 〈a,e j〉= n ·aia j,

whence aia j = 0. On the other hand, putting u = v = ei in the defining condi-
tion for DL(Rn), we get

〈a,a〉 ·1 = 〈a,a〉 · 〈ei,ei〉= n · 〈a,ei〉 · 〈a,ei〉= n ·a2
i ,

and since the left hand side here is independent of i, then so is the right hand
side, and hence a2

i is independent of i.
Conversely, assume a satisfies the equations. Let u = (u1, . . . ,un) and v =

(v1, . . . ,vn). Then

〈a,a〉 · 〈u,v〉= (∑a2
i ) · (∑u jv j)

= n ·a2
1 · (∑u jv j)

since all the a2
i equal a2

1; on the other hand

n · 〈a,u〉 · 〈a,v〉= n · (∑aiui) · (∑a jv j);

when we multiply this out, we get n2 terms, but due to aia j = 0 for i 6= j, only
the n terms with i = j survive, so we get

= n ·∑
i

a2
i uivi

= n ·∑
i

a2
1uivi,

(since all the a2
i are equal) and taking the factor a2

1 outside the sum now gives
the desired result. This proves the Proposition.

By definition, D2(1) = DL(1). Now assume n ≥ 2. Clearly D(n) ⊆ DL(n);
for, if a ∈ D(n), we have that all the a2

i are equal: they are all 0. On the
other hand, DL(n)⊆ D2(n); for if a ∈ DL(n), aia jak = 0 unless i = j = k; and
a3

i = a2
i ai = a2

jai for any j 6= i (and such j exists, since n≥ 2), but this equals
a j(a jai), and the parenthesis here is again 0.

We consider now a general finite dimensional vector space V equipped with
a positive definite inner product. So in particular, we assume that the basic
ring R is Pythagorean; in particular, invertible square sums have square roots;
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a positive element of R is by definition an invertible element having a square
root.

Proposition 8.3.3 Let a ∈ DL(V ) have 〈a,a〉= 0. Then a ∈ D1(V ).

Proof. It suffices to consider V = Rn with standard inner product. If a =
(a1, . . . ,an), the assumption 〈a,a〉= 0 says ∑a2

i = 0, and since a ∈ DL(n), all
the terms a2

i here are equal, hence are 0. Also, for i 6= j, ai · a j = 0, by the
definition of DL(n). So ai ·a j = 0 for all i, j. These are the defining equations
for D1(n).

Proposition 8.3.4 If W ⊆ V is a linear subspace of lower dimension than V ,
then W ∩DL(V ) = D1(W ).

Proof. Take a unit vector u orthogonal to W . If a ∈W ∩DL(V ),

〈a,a〉 · 〈u,u〉= n · 〈a,u〉 · 〈a,u〉;

the right hand side is 0, by the orthogonality of u to W . Since 〈u,u〉 = 1, we
deduce 〈a,a〉 = 0. Since a ∈ DL(V ), we conclude by Proposition 8.3.3 that
a ∈ D1(V ).

Remark 8.3.5 An unprecise heuristics following from the Proposition is that
elements z ∈ DL(V ) “point in no particular direction W”; this is why it is rea-
sonable to call them isotropic neighbours of 0 (“isotropic” = “identical in all
directions”, according to the dictionary). Or: “if an elementary particle in the
atom DL(n) can be located at all, it must belong to the nucleus D1(n).”

The following Axiom is an instance of the KL axiom scheme as discussed
in Section 1.3:

• KL Axiom for DL(n): Every map h : DL(n)→ R which vanishes on D1(n) is
of the form

(x1, . . . ,xn) 7→ c ·
n

∑
i=1

x2
i

for a unique c ∈ R.

Equivalently, in light of the KL axiom for D(n) = D1(n): for every f :
DL(n)→ R, there exists a unique affine map f : Rn → R and a unique con-
stant c ∈ R so that

f (x1, . . . ,xn) = f (x1, . . . ,xn)+ c ·
n

∑
i=1

x2
i .
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Let us note the following cancellation principle which is an immediate con-
sequence of the KL axiom for DL(n):

• If c ∈ Rn has c ·∑i z2
i for all (z1, . . . ,zn) ∈ DL(n), then c = 0.

Remark 8.3.6 This cancellation principle implies that ∑i z2
i cannot be 0 for

all (z1, . . . ,zn) in DL(n) (but (∑i z2
i )

2 = 0, as we noticed above). Equivalently,
D1(n)⊆ DL(n) is a proper inclusion.

We henceforth assume the KL axiom for DL(n). By the “square norm” of a
vector a ∈ Rn, we understand of course the number 〈a,a〉= ∑a2

i .

Proposition 8.3.7 Let [ai j] be an invertible n× n matrix, and let A : Rn→ Rn

be the linear automorphism that it defines. Then the following conditions are
equivalent (and define the notion of conformal matrix):

1) A maps DL(n) into DL(n);
2) A−1 maps DL(n) into DL(n);
3) The rows of [ai j] are mutually orthogonal and have same square norm;
4) The columns of [ai j] are mutually orthogonal and have same square norm.

Proof. This is purely equational, using the equational description of DL(n)
given in Proposition 8.3.2, and the above cancellation principle: Assume 1).
For z = (z1, . . . ,zn)∈DL(n), the ith entry of A ·z is ∑ j ai jz j. Since A ·z∈DL(n),
(∑ j ai jz j)2 is independent of i. We calculate this square:

(∑
j

ai jz j) · (∑
j

ai jz j) = ∑
j, j′

ai jai j′z jz j′ = ∑
j

a2
i jz

2
j

(since z jz j′ = 0 if j 6= j′)

= z2
1 ∑

j
a2

i j =
1
n
(∑

k
z2

k)(∑
j

a2
i j)

both the last equality signs because z2
1 = . . . = z2

n. Since for all z ∈ DL(n) this
is independent of i, we conclude by the above cancellation principle that ∑ j a2

i j
is independent of i, whence the rows of A have same square norm. The proof
that the rows of A are orthogonal is similar. This proves 3). The implication
from 3) to 1) is similar calculational, using the equations in Proposition 8.3.2.

Also, it is standard matrix algebra to see that if 3) holds, then the matrix for
A−1 is the transpose of the matrix for A modulo a positive scalar factor; so the
remaining bi-implications are now clear.

A linear isomorphism f : V →V ′ between n-dimensional vector spaces with
positive definite inner product is therefore called conformal if it takes DL(V )
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into DL(V ′), or, equivalently, if in some, or any, pair of orthonormal bases for
V and V ′, the matrix of f is a conformal matrix. There exists then a positive
scalar Λ such that 〈 f (u), f (v)〉= Λ〈u,v〉 for any u,v ∈V .

L-neighbours in M

Let M be a Riemannian manifold. Assume x ∼2 z in M. Then we say that
z ∼L x if log(2)

x (z) ∈ DL(TxM). We express this verbally by saying that z is a
Laplacian neighbour (written z∼L x) or an isotropic neighbour of x.

For x ∈M, we write ML(x)⊆M2(x) for the set of z ∈M with z∼L x.

Proposition 8.3.8 The relation ∼L is reflexive and symmetric.

Proof. Reflexivity is obvious. The symmetry is essentially an exercise in
degree calculus: it suffices to consider the case where M is an open subset M⊆
V of an n-dimensional vector space, and with the metric g given by g(x,z) =
G(x;z− x,z− x) for x ∼2 z, and with Levi-Civita connection λ given by its
Christoffel symbols Γ(−;−,−). We can express that z∼L x in terms of G and
Γ as follows. Let us write z = x+a with a∈D2(V ). We identify TxM with V via
principal-part formation. We use the expression for log(2)

x provided by (8.2.3).
For brevity, we write c(a) for 1

2 Γ(x;a,a); it depends in a quadratic way on a.
Recall (Proposition 8.1.3) that the inner product on TxM corresponds to the
inner product G(x;−,−) on V under the principal-part identification TxM ∼= V .
So the condition that z∼L x is that for all u and v in V ,

G(x;a+ c(a),a+ c(a)) ·G(x;u,v) = n ·G(x;a+ c(a),u) ·G(x;a+ c(a),v).
(8.3.2)

Similarly, the condition that x∼L z is that for all u and v in V ,

G(x+a;−a+ c′(a),−a+ c′(a)) ·G(x+a;u,v)

= n ·G(x+a;−a+ c′(a),u) ·G(x+a;−a+ c′(a),v)
(8.3.3)

where c′(a) denotes Γ(x + a;−a,−a), again quadratic in a. When expanding
(8.3.2) by bilinearity of G(x;−,−), all the terms containing c(a) vanish, by
degree calculus, so that (8.3.2) is equivalent to

G(x;a,a) ·G(x;u,v) = n ·G(x;a,u) ·G(x;a,v). (8.3.4)

Similarly, (8.3.3) is equivalent to

G(x+a;−a,−a) ·G(x+a;u,v) = n ·G(x+a;−a,u) ·G(x+a;−a,v); (8.3.5)
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now a Taylor expansion from x in the direction a gives several terms that vanish
for degree reasons, and we are left with

G(x;−a,−a) ·G(x;u,v) = n ·G(x;−a,u) ·G(x;−a,v),

which clearly is the same condition as (8.3.4) since the minus signs cancel.
This proves the Proposition.

In the same spirit, we leave to the reader to prove the following. The set up
M ⊆V is the same as in the proof of the previous proposition.

Proposition 8.3.9 For x∼2 z in M, we have z∼L x iff z− x ∈ DL(V ), where V
is provided with the inner product G(x;−,−).

8.4 The Laplace operator

In this Section, we consider a fixed Riemannian manifold (M,g).

Proposition 8.4.1 Let g be a Riemannian metric on an n-dimensional manifold
M, and let f be some quadratic differential form on M. Then there exists a
unique function c : M→ R so that for all x∼L z,

f (x,z) = c(x) ·g(x,z). (8.4.1)

Proof. It suffices to consider the standard coordinatized case M ⊆ V with
g(x,z) = G(x;z− x,z− x) with G(x;−,−) : V ×V → R symmetric positive
definite for each x ∈ M. By positive definiteness, there exists a linear iso-
morphism V ∼= Rn taking G(x;−,−) to the standard inner product on Rn; it
identifies DL(V ) with DL(n). Consider for fixed x ∈M the composite

DL(n)∼= DL(V )
exp(2)

x
∼=
- ML(x)

f - R.

It maps D1(n) to M1(x), so by the assumption on f , it takes D1(n) to 0, hence
by the KL axiom for DL(n), it is of the form c(x) · 〈a,a〉 (a ∈ DL(n)) for a
unique constant c(x),

f (exp(2)
x (a)) = c(x) · 〈a,a〉,

or equivalently (put a = log(2)
x (z))

f (z) = c(x) · 〈log(2)
x (z), log(2)

x (z)〉.
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But 〈log(2)
x (z), log(2)

x (z)〉= g(x,z) by Proposition 8.2.9. This proves the Propo-
sition.

Given any function f : M→ R, we can manufacture a function f̂ : M(2)→ R
by the following recipe: for x∼2 z, we put

f̂ (x,z) := f (z)+ f (ρx(z))−2 · f (x).

This f̂ is in fact a quadratic differential form, i.e. it vanishes if x ∼1 z. For, in
this case ρx(z) is the affine combination 2x− z of 1-neighbours, as we saw in
Section 8.2, and any function f preserves affine combinations of 1-neighbours,
by Theorem 2.1.4. This clearly implies that the right hand side of the defining
equation for f̂ vanishes on M(1).

By Proposition 8.4.1, there is a unique function c(x) such that for all z∼L x
f̂ (x,z) = c(x) · g(x,z). We write ∆ f for this function c. Thus ∆ f is character-
ized by: for all z∼L x,

(∆ f )(x) ·g(x,z) = f (z)+ f (ρx(z))−2 · f (x). (8.4.2)

Definition 8.4.2 The Laplace (-Beltrami) operator ∆ : C∞(M)→C∞(M) is the
operator which to f ∈ C∞(M) associates the unique function ∆ f satisfying
(8.4.2) for all z∼L x.

We shall see below that it agrees with the operator div◦grad, which is the
classical way to describe the Laplace-Beltrami operator in terms of divergence
of vector fields, and gradient vector fields of functions.

We shall calculate (∆ f )(x) in a coordinatized situation. Assume that (M,g)
(locally around the given x ∈M) is openly embedded in an n-dimensional vec-
tor space V , in a way which is geodesic at x in the sense that the metric tensor
G : M×V ×V → R is constant on M1(x), and hence the Christoffel symbols Γ

for the Levi-Civita connection for g vanish at x. Then for z∼2 x, ρx(z) = 2x−z,
with this affine combination formed in V (see Exercise 8.2.1), and so the char-
acterizing equation for (∆ f )(x) reads

(∆ f )(x) ·g(x,z) = f (z)+ f (2x− z)−2 · f (x). (8.4.3)

We Taylor expand f from x, and have partly

f (z) = f (x)+d f (x;z− x)+
1
2

d2 f (x;z− x,z− x)

and

f (2x− z) = f (x+(x− z)) = f (x)+d f (x;x− z)+
1
2

d2 f (x;x− z,x− z).
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Substituting these expressions in (8.4.3), we get that the characterizing equa-
tion may be written (still assuming that x ∈M ⊂ V is a geodesic point, so the
Christoffel symbols vanish at x):

(∆ f )(x) ·g(x,z) = d2 f (x;z− x,z− x). (8.4.4)

Divergence of a vector field

The relation ∼L allows us to give a geometric construction of the divergence
of a vector field (a picture is drawn below), which does not involve neither
integration nor volume form.

Consider a vector field X on an n-dimensional Riemannian manifold (M,g).
The infinitesimal transformations Xd (d ∈ D) of X preserve the relations ∼1

and ∼2 (but not necessarily ∼L). As a measure of how much the vector field
diverges, one may consider the difference of square-distance g before and after
applying Xd : so for x ∼2 z, we may consider g(Xd(z),Xd(x))− g(z,x) which
clearly is 0 if d = 0 so is of the form d ·h(x,z) for some function h : M(2)→ R:

g(Xd(z),Xd(x))−g(z,x) = d ·h(x,z).

If x∼1 z, both terms in this expression for h vanish, so h likewise vanishes on
M(1), so h is, like g, a quadratic differential form on M. By Proposition 8.4.1,
there is a unique function c : M→ X such that the equation (8.4.1) holds (with
f = h). This function, multiplied by n

2 , we call the divergence of the vector
field, denoted divX . (The factor n

2 is included for comparison with a classical
formula for divergence, cf. (8.4.5) below.) – So for all z∼L x,

d · (divX)(x) ·g(x,z) =
n
2
(
g(Xd(z),Xd(x))−g(z,x)

)
.

Some unprecise heuristics: the difference H(d) := g(Xd(z),Xd(x))−g(z,x) de-
pends in general not only on g(z,x), but also on the “direction” from x to z; but
if x∼L z, there is no particular direction in which one may locate z, by Remark
8.3.5; L-neighbours of x average over all directions from x simultaneously. In
standard formulation, this average-over-directions is expressed in terms of a
(flux-) integral over the surface of a sphere.

Here is a picture:
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We shall give a coordinate-dependent description of divX . As in the proof
of (8.4.4), we assume a coordinatized situation M ⊆V , with x ∈M a geodesic
point, i.e. the bilinear form G(y;−,−) : V ×V → R equals G(x;−,−) for y∼1

x.
We write 〈u,v〉 for G(x;u,v), (= G(y;u,v) for y∼1 x).
The vector field X is given by a function ξ : M→V , such that for any y∈M,

X(y) is the tangent vector at y with principal part ξ (y). We then calculate, for
any z∼2 x,

d ·divX(x) ·g(x,z) =
n
2
·
[
g
(
Xd(z),Xd(x)

)
−g
(
z,x
)]

=
n
2
·
[(
〈z+d ·ξ (z)− (x+d ·ξ (x)), . . .〉−〈z− x, . . .〉

)]

(where the “. . . ” indicate that the argument after the comma is the same as the
one before the comma)

= d ·n · 〈z− x,ξ (z)−ξ (x)〉

(using bilinearity and symmetry of 〈−,−〉, and using d2 = 0)

= d ·n · 〈z− x,dξ (x;z− x)〉
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plus a term which is of third degree in z− x and therefore vanishes. We can
further reduce this expression in case z ∼L x. Let us pick orthonormal coor-
dinates for TxM ∼= V . Then TxM ∼= V gets identified with Rn with its stan-
dard inner product, and z = x + u with u = (u1, . . . ,un) ∈ DL(n). We now
express 〈z−x,dξ (x;z−x)〉= 〈u,dξ (x;u)〉 in terms of these coordinates. With
ξ = (ξ1, . . . ,ξn), the equation continues

= d ·n ·∑
i

ui ·dξi(x;u)

= d ·n ·∑
i

ui
(
∑
k

∂ξi(x)
∂xk

uk
)

= d ·n ·∑
ik

uiuk ·
∂ξi(x)

∂xk
;

but now u ∈ DL(n), so by Proposition 8.3.2, uiuk = 0 if k 6= i, so the double
sum reduces to a single sum, and the equation continues

= d ·n ·∑
i

uiui ·
∂ξi(x)

∂xi
,

and because u2
i is independent of i by Proposition 8.3.2, we may bring u2

i = u2
1

outside the sum, so that we get

= d ·n ·u2
1 ·∑

i

∂ξi(x)
∂xi

= d · (∑
k

u2
k) ·∑

i

∂ξi(x)
∂xi

(again by Proposition 8.3.2)

= d ·g(x,z) ·∑
i

∂ξi(x)
∂xi

Cancelling d and g(z,x) (because the equation holds for all d ∈ D and all z ∈
ML(x)), we obtain

divX(x) = ∑
i

∂ξi(x)
∂xi

, (8.4.5)

the standard expression, cf. e.g. [25] X.2 (3) (note that the two occurrences
of
√

g in the formula in loc.cit. cancel, since G is constant on M1(x), and
therefore

√
g goes outside the differentiation).
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Laplacian in terms of divergence and gradient
The treatment of this issue here is now completely standard. Consider a func-
tion f : M→ R on a Riemannian manifold (M,g). Its differential d f is a cross
section of the cotangent bundle T ∗M→M, as described in Section 4.4. Now
g gives rise to an isomorphism (8.1.4) ǧ : T ∗M→ T M of vector bundles. The
gradient vector field of f is then the composite

M
d f- T ∗M

ǧ - T M.

It is denoted grad f . Thus for x ∈M, d ∈D, (grad f )(x,d) ∈M, and for x ∈M,
(grad f )(x) is a tangent vector at x. Thus

〈(grad f )(x),τ〉= d f (x;τ),

where the left hand side utilizes the inner product on TxM derived from g, and
where τ ∈ Tx(M).

Therefore using the definition of d f (x;τ),

d · 〈(grad f )(x),τ〉= f (τ(d))− f (x). (8.4.6)

It is easy to see that if M ⊆ V is an open subset of a finite dimensional
vector space, then we can calculate grad f at x by picking a basis e1, . . . ,en

for V , orthonormal with respect to the inner product G(x;−,−) (notation as
in the proof of Proposition 8.3.8); then the principal part of the tangent vector
grad( f ) is

n

∑
i=1

d f (x;ei) · ei. (8.4.7)

The following is not just a definition, since we did not define the Laplacian ∆

in the standard way:

Proposition 8.4.3 Let f : M→ R be a function, (M a Riemannian manifold).
Then

∆ f = divgrad f .

Proof. Let x ∈M; we may pick a coordinate chart around x ∈M ⊆V with x a
geodesic point, as in the proof of (8.4.5). Pick an orthonormal basis for V as
in the proof of (8.4.7). Combining this with the standard formula (8.4.5) for
divergence, we arrive at the standard expression for (divgrad f )(x), namely

(divgrad f )(x) =
n

∑
i=1

∂ 2 f (x)
(∂xi)2 ,

and comparison with (8.4.4) then gives the result.
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Note that to define (divgrad f )(x), one only needs to know the restriction of
he function f to M2(x); but for ∆ f (x), as we have defined it, we need even
less, namely the restriction of f to ML(x)⊆M2(x).

Exercise 8.4.4 The vector field grad f on M has the property that for all x∼1 y
in M and all d ∈ D,

f (d ·x y)− f (x) =− 1
2 g((grad f )(x,d),y).

Harmonic functions

For a Riemannian manifold (M,g), a function f : M→ R is called harmonic if
∆ f ≡ 0. More generally, we say that f is harmonic at x ∈ M if (∆ f )(x) = 0.
The coordinate free description that we have been giving of the ∆ operator
gives as a Corollary a geometric description of harmonicity:

Theorem 8.4.5 A function f : M→ R is harmonic at x ∈M iff for all z ∼L x,
f (x) is the average of f (z) and f (z′).

(Here, z′ denotes the reflection ρx(z) of z in x.)

Proof. For, to say that f (x) is the average of f (z) and f (z′) is to say that
2 · f (x) = f (z)+ f (z′), and the difference of the two sides here is the one that
enters in the definition (8.4.2) of (∆ f )(x).

One may say that this is the synthetic counterpart of the classical description
of harmonicity at x, (for Rn with standard metric); this classical description is
that f has the average value property at x: f (x) is the average of the values
f (z) as z ranges over any sphere centered at x. In the synthetic description,
the spheres are replaced by pairs z,z′ of antipodal isotropic neighbour points
as seen from x.

Conformal diffeomorphisms

Let (M,g) and (M′,g′) be two Riemannian manifolds. A diffeomorphism (=
bijection = invertible map) f : M→ M′ is an isometry if for all x ∼2 z in M,
g′( f (x), f (z)) = g(x,z). There is a weaker notion, namely that of conformal
diffeomorphism: one says that f is conformal if there is a function Λ : M→ R
such that for all x∼2 z,

g′( f (x), f (z)) = Λ(x) ·g(x,z).
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Theorem 8.4.6 A diffeomorphism f : M → M′ is conformal if and only if it
preserves the relation ∼L, in the sense

x∼L z iff f (x)∼L f (z).

Proof. This depends on Proposition 8.3.7. Consider the diagram

M2(x)
f- M2( f (x))

D2(TxM)

log(2)
x

? f̃-
Tx f
- D2(Tf (x)M

′)

log(2)
f (x)

?

where f̃ is the unique map making the diagram commutative. The map Tx f
does not make the diagram commutative, but when restricted to M1(x), it
does, by naturality of log, (4.3.4). So f̃ and Tx f agree on M1(x). It then
follows from Proposition 8.3.1 that f̃ maps DL(TxM) into DL(Tf (x)M′)if and
only if Tx f does. By definition, ML(x) comes about from DL(TxM) by trans-
port along the log(2)-exp(2)-bijection, so f preserves ML iff f̃ preserves DL.
On the other hand, by the Proposition 8.3.7, conformality of Tx f is equivalent
to Tx f preserving DL.
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Appendix

This Appendix is a mixed bag; it contains things which are either foundational
or technical. Of foundational nature is in particular Sections 9.2 and 9.3 – for
those, who need to lift the hood of the car to get an idea† how the engine works,
before getting into the car and drive it. Section 9.4 deals with microlinearity,
a technical issue specific to SDG; and the remaining sections are completely
standard mathematical technique, with due care taken to the constructive char-
acter of the reasoning, but otherwise probably found in many standard texts.

9.1 Category theory
Basic to the development of SDG is category theory, with emphasis on what
the maps between the mathematical objects are.

In particular, SDG depends on the notion of cartesian closed category E ;
recall that in such E , one not only has a set of maps X → Y , but an object
(or “space”) Y X ∈ E of maps, with a well known universal property, cf. e.g.
Section 9.3 below for the relevant diagram.

The category of sets is cartesian closed, in fact, any topos is so.
The category Mf of smooth manifolds is not cartesian closed, and this failure

has historically caused difficulties for subjects like calculus of variations, path
integrals, continuum mechanics, . . . , and has led to the invention of more com-
prehensive “smooth categories” by Chen, Frölicher, Kriegl, Michor, and many
others (see e.g. [20], [65] and the references therein), and also to the invention
of toposes containing Mf like Grothendieck’s “smooth topos” (terminology of
[36]) and the “well adapted toposes” for SDG, as sketched below. See [73] for
historical comments, and [43], [59], [62] for some concrete comparisons.

Another basic categorical notion is that of a slice category E /X (a special

† for a more complete account, see Part II and III of [36].
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case of a comma-category): if X is an object of E , then E /X is the category
whose objects are arrows in E with codomain X , and whose arrows are the
obvious commutative triangles. One also says that an object in E /X is a bundle
over X .

If the category E has pull-backs, any map ξ : N → M in E gives rise to a
functor

ξ
∗ : E /M→ E /N,

“pulling back along ξ ”†.
We henceforth assume that E has finite inverse limits, or equivalently, that

it has pull-backs and a terminal object 1. In this case, E itself appears as a
slice, namely E is canonically isomorphic to E /1. If N is an object in E , and
ξ : N→ 1 the unique such map, the functor ξ ∗ : E /1→ E /N may be identified
with the functor −×N (note that for any Z ∈ E , Z×N comes equipped with a
canonical map to N, namely the projection).

It is easy to prove that E /M has finite inverse limits. The terminal object in
E /M is the identity map M→M.

An important result is the following (cf. e.g. [28] A.1.5):

Theorem 9.1.1 The following two conditions are equivalent:
1) for any ξ : N → M, the functor ξ ∗ : E /M → E /N has a right adjoint

(denoted ξ∗).
2) Each of the slice categories E /N is cartesian closed.

A category E (with finite inverse limits) satisying these conditions is called
locally cartesian closed. (In [36], the term “stably cartesian closed” was used.)
If E is locally cartesian closed, then so is any slice E /N. Any topos is locally
cartesian closed.

Functors of the form ξ ∗ preserve all inverse limits (in fact, they are them-
selves right adjoint functors, the corresponding left adjoint ξ! is just the functor
“composing with ξ ”). For locally cartesian closed E , the functors ξ ∗ also pre-
serve cartesian closed structure, in the sense that the canonical comparison
ξ ∗(BA)→ ξ ∗(B)ξ ∗(A) is an isomorphism.

We think of objects ε : E →M in E /M as bundles over M. When we have
the notion of, say, a group object in a category, a group object in E /M may
be thought of as a group bundle over M. Similarly for vector space objects vs.
vector bundles.

† This involves choosing pull-backs; this non-constructive aspect is not essential, but it simplifies
some formulations. On the other hand, it makes certain other things complicated: it forces
spurious coherence questions.
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Example 9.1.2 Let E be the category of sets. It is locally cartesian closed; let
us for a given ξ : N→M describe the functor ξ∗ : E /N→ E /M. We may view
an object ε : E→N in E /N as an N-indexed familiy of sets {Ey | y∈N}where
Ey := ε−1(y), the “fibre over y”. Similarly for objects in E /M. Thus ξ∗(ε) is
to be an M-indexed family of sets; it is given (for x ∈M) by

(ξ∗(ε))x = the set of maps s : ξ
−1(x)→E with ε(s(y)) = y for all y∈ ξ

−1(x).

Also, let us describe the cartesian closed structure of E /N: if ε : E→ N and
φ : F → N are objects in E /N, then for y ∈ N,

(εφ )y = EFy
y ,

where, as before, Ey = ε−1(y) and similarly Fy = φ−1(y).

Example 9.1.3 We consider, likewise in the category of sets, the situation of
two parallel arrows N ⇒ M, say α and β . We then have an endofunctor on
E /M, namely β∗ ◦α∗. The set theoretic description of this bundle over M is
given in Remark 7.3.1.

A topos (more precisely, an elementary topos) is a category E with finite
inverse limits, which is cartesian closed, and has a subobject classifier Ω, in
the sense explained in the textbooks, e.g. in [79] I.3, [85] 13. Any topos E is
automatically locally cartesian closed; in fact, each slice E /M is again a topos
(cf. e.g. [27], Theorem 1.42). Furthermore, the pull-back functor ξ ∗ : E /M→
E /N (for ξ : N→M) preserves not only the cartesian closed structure, but also
the subobject classifier (cf. loc.cit.). – We are not in the present text exploiting
the subobject classifier very much; in fact, little is at present known about it
in the topos models of SDG. But the existence of a subobject classifier in a
locally cartesian closed E implies that E has finite colimits and is exact ([3]),
i.e it has many exactness properties: epimorphisms are coequalizers of their
kernel pairs, and are stable under pull-back; and every epimorphism has a
certain descent property (exploited in (9.5.1)).

9.2 Models; sheaf semantics

Synthetic differential geometry is a (hopefully) consistent body of notions,
constructions, and assertions whose intended interpretation is geometric as-
pects of the real world. In this respect, it does not differ from, say, Euclid’s
books. This is also the reason for the adjective “synthetic”.

But just as for Euclidean geometry, mathematicians today want to have a
mathematical semantics for the theory; typically in terms of an analytic model,
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ultimately built on the field R of real numbers (which often is thought to be
even more real than the real world itself).

This section aims to sketch in which sense the statements and constructions
employed (those of naive set theory) make sense in any topos. It is another,
more subtle, issue to construct toposes where the axioms are satisfied. But
since the statements and constructions make sense in any topos, it is not nec-
essary to choose one particular specific model prior to developing the theory.
In fact, no model is needed.

There also exist models which do not depend on R; differential calculus is
known to exist in the context of algebraic geometry, without reference to the
limit processes which require R. One such model will be described in more
detail in Section 9.3 below. Models that contain the ordinary category Mf of
smooth manifolds, in a way such that assertions proved in the model imply
assertions about ordinary manifolds, also exist, the well adapted models, cf.
[13] and the textbooks [36], [88].

But what is meant by “a model”? It is a topos E , with a ring object R ∈ E

(and possibly with an openness or étaleness notion), such that the notions of
the theory make sense, the constructions can be performed, and the axioms are
satisfied.

For the well-adapted models E , there is a full and faithful inclusion i : Mf→
E , and i(R) = R.

The very notion of “ring object” makes sense in any category with finite
products, and this is well understood in modern mathematics; similarly for
several other of the primitive notions, like module, groupoid, . . . .

The crux is that there exists a method by which constructions and the satis-
faction relation can be described in a simple set theoretic language, in terms of
“elements” of the objects of the category.

In the early days of category theory, a point was made of the fact that the
objects of a category “have no elements”, and arguments therefore had to be di-
agrammatic. This diagrammatic method allowed one to talk about, say, group
objects in any category with finite products, cf. e.g. the Introduction to [78].

However, the diagrammatic language is often cumbersome, and lacks ex-
pressivity. A way of using a language that talks about elements, even in purely
diagrammatic situations, has its origins with Grothendieck and Yoneda; they
exploit the fact that if for instance G is a group object in a category E with
finite products, then each hom-set HomE (X ,G) (for any X ∈ E ) carries the
structure of an “ordinary” group, i.e. is a set with a group structure. To say
that the group object G is, say, commutative (in the diagrammatic sense) can
then easily be proved to be equivalent to the assertion that each HomE (X ,G) is
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a commutative group. The same applies to any other purely algebraic notion,
like ring object, module object, etc.

For any object G of E , we call an element in HomE (X ,G) a generalized
element of G defined at stage X . An element defined at stage 1 (= the terminal
object of E ) is called a global element .

Here is an example of how to apply generalized elements. Let A and B be
objects of E . To construct an arrow A→ B in E is, by the Yoneda Lemma,
equivalent to constructing, for each X ∈ E , a set-theoretic map, mapping el-
ements of HomE (X ,A) to elements of HomE (X ,B) (in a way which is nat-
ural in X). For instance, if R is a ring object, we have for each X a map
HomE (X ,R)→ HomE (X ,R) given by

x 7→ x2 +1, (9.2.1)

say, (using that HomE (X ,R) is a ring), and since these maps are natural in X , it
follows by the Yoneda Lemma that there is a unique arrow R→ R in E giving
rise to the maps, and we say that this arrow R→ R is given by the description
x 7→ x2 +1, a naive description in terms of (generalized) elements.

Sheaf semantics† is the method of interpreting naive assertions, like “the
group object G is commutative”, or naive constructions, like “the map R→
R given by x 7→ x2 + 1” (for R a ring object, as above), “the center Z(G) of
G”, or “the group Aut(G) of automorphisms of G” (for G a group object),
into assertions about generalized elements, respectively constructions, on the
objects R and G etc.

The possibility of sheaf semantics, in this comprehensive sense, depends
on good categorical properties of E . For instance, if G is a group object, we
may form Aut(G): first, we utilize cartesian closedness to form GG, and then
construct Aut(G) as a subobject carved out by finite inverse limits. It is the
extension, in the sense described below, of the following formula φ(t) (where
t is a variable ranging over GG):

φ(t) = “t is a group homomorphism, and has an inverse”.

Sheaf semantics is (with variation in detail) described in Chapter II of [36],
and in [79] VI.6 and VI.7; see also [88] III.1, [67] II.8, [85] Chapter 18. We
refer to these treatises for the specifics. The crucial point is that reasoning
and performing constructions in naive (intuitionistic!) set theory is sound for
this semantics; which means that one does not need to know the semantics in
order to do the reasoning; this is the viewpoint taken in Part I of [36], in Bunge

† The terms “Kripke-Joyal sematics” , “topos semantics” or “external semantics” have also been
used.
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and Dubuc’s [10], in Lavendhomme’s [70], and in several texts by Nishimura,
Reyes, and by the present author.

Example 9.2.1 Consider an arrow f : A→ B in a topos E . The semantics of
the naive statement

for all b ∈ B, there exists a unique a ∈ A such that f (a) = b

can be proved to be satisfied (in the sense of sheaf semantics) precisely when
f is invertible (this is not quite trivial). Similarly, the semantics of the naive
statement about f ,

for all a1 and a2 in A, f (a1) = f (a2) implies a1 = a2

can be proved to be satisfied precisely when f is monic. For the second exam-
ple, note that in the naive statement, the universal quantifiers (“for all a1 and
a2”) seemingly range only over the object A, so are in some sense bounded,
whereas to say “ f is monic” involves a quantifier ranging over the whole uni-
verse E : “for all X ∈ E and for all X ⇒ A. . . ”. This “unbounded” quantifier is
in sheaf semantics hidden in the clause for interpreting naive universal quan-
tifiers. See [36] II.2. Similarly, naive existential quantifiers involve hidden
existential quantifiers ranging over the whole universe. See [36] II.8.

Remark 9.2.2 A naive statement like “for all b : C→ A, . . . has to be read “for
all b ∈ AC, . . .; for, quantifiers used in the naive language range over objects of
E , like AC, not over external sets like HomE (C,A).

It can be proved that the validity notion for assertions about generalized
elements is stable under change of stage: this means that if a : X → M is a
generalized element satisfying a formula φ(x), then for any α : Y → X , the
element a◦α : Y →M at stage Y likewise satisfies φ .† This makes it meaning-
ful to ask for a generic element of M, satisfying φ . It can be proved that such
generic element always exists, and is given as a subobject of M, the extension
of the formula φ ; we write {x ∈M | φ(x)} for this extension.

For instance, if R is a ring object in E , the extension of the formula x2 = 0 is
the equalizer of two maps R→ R, namely the squaring map and the constant-
zero map. (This extension is what we elsewhere have denoted D.)

Because pull-back functors ξ ∗ : E /M → E /N (for ξ : N → M) are logi-
cal functors (preserve limits and colimits, as well as exponential objects and
subobject classifier), validity of assertions interpretable by sheaf semantics, is
preserved by ξ ∗; thus if R is a local ring object in E /M, ξ ∗(R) is a local ring

† In a notation which is standard in this connection: `X φ(a) implies `Y φ(a◦α).
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object in E /N; and if R satisfies the KL axioms, then so does ξ ∗(R). Simi-
larly, the naive constructions expressed in set theoretic language are preserved
by ξ ∗.

The data in E of an arrow E→M may, from the viewpoint of naive set the-
ory, be seen as a bundle over M, or equivalently, as a family of sets parametrized
by the set M, {Ex | x ∈M}, where Ex is the fibre over x ∈M. For the sheaf se-
mantics, x is a generalized element x : X → M, and the “fibre over x” is the
left-hand arrow in the pull-back

Ex - E

X
?

x
- M
?

(in French: produit fibré). Generalized elements b of Ex are then generalized
elements of the object Ex→ X in the slice topos E /X ; so the stage of definition
of such element is some α : Y → X (one sometimes says that b is an element
defined at a stage Y later than X).

To say that E → M is, say, a vector bundle (= R-module bundle, where R
is a ring object in E ) is to say that the object E → M in E /M is a module
over the ring object M × R → M in E /M. On the other hand, to say that
E→M is a vector bundle is to say the fibres Ex are R-modules, for any element
of M. Externally, x : X → M is a generalized element, and Ex is an object
in E /X (namely x∗(E → M)). Among the generalized elements of M is the
generic one, namely the identity i : M → M. It is easy to prove that “Ex is
an R-module for every (generalized) element of M” is equivalent to “Ex is
an R-module for the generic element x of M”; but clearly, for the generic x,
x∗(E→M) = (E→M). So the notion of vector bundle comes out the same in
the naive conception, and in the external one.

(Note that the generic element of M may be seen as the extension of (for
instance) the formula x = x, where x is a variable ranging over M.)

A comment on the notion of “finite dimensional vector space over R”. There
is a global and a sheaf-semantical sense to this. The global sense is that this
is an R-module V , for which there exists a linear isomorphism φ : Rn→ V in
E . The sheaf semantical sense is validity of the assertion “∃φ ∈ Iso(Rn,V )”
(where Iso(Rn,V ) is the object in E of isorphisms, easily constructed using the
cartesian closedness of E , and finite inverse limits). The existential quantifier
here has to be interpreted according to sheaf semantics, where existence means
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“localized along a jointly epic family” (cf. [36] II.8). Here, concretely, it comes
out to mean that there exists an epic X → 1, and an isomorphism φ over X

Rn×X ∼= V ×X ,

fibrewise linear. (If X admits a global element, then such φ implies the exis-
tence of a global isomorphism Rn→V .)

For the case where the topos is E /M, a finite dimensional vector space V →
M (in the sheaf-semantical sense) is a vector bundle which trivializes along an
epic X →M. This epic is not, in so far as the semantics goes, required to be
étale.† When we in some places in the text talk about vector bundles E →M
which are locally trivial, then this means that a trivializing epic exists which is
in fact étale, in fact, the trivialization is usually along an atlas for a manifold.

Since we assume that E is a topos and thus has a subobject classifier Ω,
there is for each space M in E also a “space ΩM of subspaces of M”, and
this is relevant for the sheaf semantics of, say, the conclusion in the Frobenius
Theorem: “for every x ∈M, there exists a leaf Q(x) through x”, since here we
have an existential quantifier ranging over the space of subspaces of M. The
assertion “Q(x) is itself a manifold” is not meaningful, because to say that a
space N is a manifold involves a quantifier (“there exists an atlas”) ranging
over the open subspaces of N, and we have not assumed any such “space of
open subspaces” of M. (For any naively described notion of open, like formal
open, or Penon open [99], however, the assertion is meaningful.)

It does, however, make sense to say that such and such explicitly constructed
object is a manifold; for instance, we prove in Section 9.6 that the Grassmann
spaces, as constructed in Section 9.5, are manifolds.

Constructions vs. choices

We deal with entries that are constructed; in this sense, we are doing construc-
tive mathematics. One has not made a construction just by making a choice.
Constructions are not in general allowed to depend on choices; however, a fun-
damental principle in mathematics, and hence in naive set theory, is that if a
“construction” is described in terms of choices, but can be proved to be inde-
pendent of the choices made, then it is a real construction. This is the crux of
the definition of a sheaf, in contrast to a general presheaf: local data can be
glued, provided they match on overlaps (“matching” being a consequence of
“independence of the choice”).

† The notion of étale map (= local homeomorphism) may derived from the notion of open inclu-
sion in the standard way.
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Examples of the use of this principle abound in differential geometry; typ-
ically, a (local) construction in a manifold may be made by choosing a coor-
dinate chart around each point, and making the construction in terms of this
chart, and proving that the constructed entry does not depend on the charts
chosen.

In sheaf semantics, the justification of this principle hinges on the exactness
property of toposes: epimorphism are coequalizers of their kernel pairs.

In our text, we have attempted to minimize the use of this principle, by hav-
ing constructions which a priori are coordinate free. One notable exception is
the description of affine combinations of mutual neighbour points in a mani-
fold, Section 2.1. Another exception is e.g. in the proof of Lemma 7.1.5.

In terms of semantics in sites (which generalizes sheaf semantics), the justi-
fication depends on “representable functors are sheaves” for the Grothendieck
topology that define the semantics of “existence” ; see [36] II.8.3 for an exact
formulation.

9.3 A simple topos model
We shall here present one of the simplest topos models (E ,R) for the KL
axiomatics†. It is a presheaf topos, and actually E can be proved to be the
classifying topos for the theory of commutative rings, with R ∈ E the generic
commutative ring (cf. e.g. [79] VIII.5 or [28] D.3). We shall not use or exploit
the notion of “classifying topos” or “generic ring”, but describe the topos E

and the ring object R ∈ E directly. To simplify the arguments a little, we shall,
instead of commutative rings consider commutative k-algebras, where k is a
field, and consider the classifying topos E for commutative k-algebras, and the
generic k-algebra R ∈ E. (The results are also proved in [36], but with greater
generality, and in a less elementary way.)

Let k be a field. We consider the category k-alg of commutative k-algebras.
If W ∈ k-alg is finite dimensional as a vector space, then any choice of a basis
ε = (ε1, . . . ,εn) for W as a vector space defines a linear isomorphism W ∼= kn;
more generally, for any A ∈ k-alg, we have a linear isomorphism (natural in A)

A⊗W → An; (9.3.1)

explicitly, an F ∈ A⊗W may uniquely be written F = ∑
n
i=1 ai⊗εi, and the iso-

morphism (9.3.1) sends F to (a1, . . . ,an). Conversely, an n-tuple f =(a1, . . . ,an)∈
An defines an element F in A⊗W , namely ∑ai⊗εi. We may identify elements
of A with algebra homomorphisms k[T ]→ A, and n-tuples of elements in A

† It does not satisfy all the other assumptions on R, for instance, it is not a local ring.



282 Appendix

with algebra homomorphisms k[S1, . . . ,Sn]→ A. There is a canonical alge-
bra homomorphism ε̃ : k[T ]→ k[S1, . . . ,Sn]⊗W , corresponding to the element
∑Si⊗ εi ∈ k[S1, . . . ,Sn]⊗W .

Under the identification of elements, or n-tuples of elements, with algebra
homomorphisms, the bijective correspondence between Fs and f s may be ex-
pressed diagrammatically as follows: for every F : k[T ]→ A⊗W , there is a
unique f : k[S1, . . . ,Sn]→ A making the following diagram commutative:

k[S1, . . . ,Sn]⊗W �̃ε k[T ]

A⊗W.

f ⊗W

?

F

�

We now express this in the dual category, k-algop, the category of affine schemes
over k. This just means turning the arrows around;⊗, which is the coproduct in
k-alg, gets replaced by × (product); we write A for A when considered in this
dual category, and similarly for W . We write R for k[T ], and since k[S1, . . . ,Sn]
is the coproduct of n copies of k[T ], we have k[S1, . . . ,Sn] = Rn.

With this change of notation, and of the direction of the arrows, the diagram
above reads, in the category of affine schemes,

Rn×W
ε̃ - R

A×W .

f ×W

6

F

-

Thus, in the category of affine schemes, the map ε̃ : Rn×W → R mediates a
bijective correspondence between maps F : A×W → R, and maps f : A→ Rn.
This is precisely to say that Rn, by virtue of the map ε̃ , qualifies as exponential
object RW .

Let us record this:

Theorem 9.3.1 In the category of affine schemes over k, every affine scheme
W corresponding to a finite dimensional k-algebra W is exponentiable; more
explicitly, every linear basis ε for W provides an isomorphism of affine schemes
Rn→ RW .

We now consider some small category of k-algebras, stable under the con-
structions used above; say, the category of finitely presentable k-algebras. (It
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contains all finite dimensional W , and also k[S1, . . . ,Sn].) Let us denote it
k-alg0. Then we have the topos E of covariant functors from k-alg0 to the
category of sets, or equivalently, contravariant functors from the dual category
A (the category of those affine schemes that correspond to algebras in k-alg0).
So E = Â, the presheaves on A, and we have the Yoneda embedding y : A→ E .
It is well known that a Yoneda embedding preserves those limits that happen to
exist, and also preserves those exponential objects that happen to exist. There-
fore, the above Theorem has as a consequence that any linear basis ε for W
provides an isomorphism in ε̃ in Â, namely (y(R))n ∼= y(R)y(W ), or, omitting y
from the notation,

Rn ε̃

∼=
- RW . (9.3.2)

Recall from Example 9.2.1 that to say “the arrow f : A→ B in E is invert-
ible” in the naive language is rendered:

∀b ∈ B ∃!a ∈ A such that f (a) = b.

Therefore, the invertibility of the arrow ε̃ exhibited in (9.3.2) may be expressed
naively in terms of such an “∀ ∃!”-assertion:

∀ f ∈ RW ∃!(a1, . . . ,an) ∈ Rn such that ε̃(a1, . . . ,an) = f ;

this is (see Remark 9.2.2) the same naive assertion as

∀ f : W → R ∃!(a1, . . . ,an) ∈ Rn such that ε̃(a1, . . . ,an) = f .

This naive assertion can be made more elementary by replacing the map ε̃ by a
naive description of it in terms of elements. Such a description is easy to give,
but utilizes the ring structure on R ∈ E . We have not here described this ring
structure explicitly; it is of course quite tautological (after all, R is the generic
k-algebra!). In fact R may be seen as the functor associating to a k-algebra
A ∈ k-alg0 the underlying set of A, and this set of course has a natural ring
structure, since A is a ring. We shall not go into this tautological details; but
note another one: elements φ of a k-algebra W ∈ k-alg0 may be identified with
arrows W → R in E (namely, with arrows k[T ]→W in k-alg0). In particular,
the assumed basis (ε1, . . . ,εn) for W as a vector space over k may be identified
with an n-tuple of maps εi : W → R. The description of the map ε̃ : Rn→ RW

can now be given completely in naive terms as the map with description

(a1, . . . ,an) 7→ [d ∈W 7→
n

∑
i=1

ai · εi(d)]

where d ranges over W . Thus the fact that the map (9.3.2) is invertible implies
the following result
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Theorem 9.3.2 Let W ∈ k-alg0 be finite dimensional as a vector space over k.
Then for any basis ε1, . . . ,εn for this vector space, the following naive assertion
is valid: for all f : W → R, there exist unique a1, . . . ,an in R such that for all
d ∈W,

f (d) =
n

∑
i=1

ai · εi(d).

The reader will recognize that all the KL axioms are special cases; for in-
stance, with W = k[T ]/(T 2) = k[ε], (= the ring if dual numbers over k – which
is 2-dimensional), one has W = D, and (choosing the basis 1 and ε for k[ε]),
the KL axiom for D follows. The complete KL axiom scheme refers not to all
finite dimensional algebras W , but only to those where the nilpotent elements
form an ideal of codimension 1; such algebras are often called Weil algebras
in the SDG literature.

Remark 9.3.3 For this topos E , it is easy to describe M(1) ⊆M×M, whenever
M is an affine scheme (i.e. is of the form A for a k-algebra A in k-alg0) – even
without assuming that M is a manifold. For, then M(1) is itself an affine scheme,
namely given by the k-algebra (A⊗A)/I2, where I ⊆ A⊗A is the kernel of the
multiplication map A⊗A→ A. The elements of (A⊗A)/I2 may be identified
with functions M(1) → R, and the submodule I/I2 get identified with those
functions M(1) → R which vanish on the diagonal; i.e. with combinatorial 1-
forms. In this sense, the combinatorial R-valued 1-forms on M exactly make
up the Kähler differentials on M; see [50] for an exposition.

The viewpoint of M(1) as the scheme A⊗A/I2 is the starting point for the
theory developed in [7].

9.4 Microlinearity
In its full form, to say that a space M is microlinear, cf. [5], is to say that it
satisfies a certain axiom scheme; if R satisfies the full KL axiom (i.e. R satisfies
the Axiom with respect to all Weil algebras), then not only R itself, but also
any manifold, is automatically microlinear in the full sense. For a formulation
of the full axiom scheme, see Definition V.1.1 in [88], or Section 2.3 in [70].

Here, we shall only describe those instances of this Axiom Scheme which
we have explicitly used. They hold for any manifold M.

Recall the object D(n) ⊆ Rn. We have n canonical inclusions incli : D→
D(n), with incli(d) = (0, . . . ,d, . . . ,0) (the d placed in the ith position).

ML 1. If ti : D→M (i = 1, . . . ,n) have t1(0) = . . . = tn(0), then there exists
a unique τ : D(n)→M with τ ◦ incli = ti for all i.
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The case n = 2 is the one that gives addition of tangent vectors on M, (t1 +
t2)(d) := τ(d,d). Associativity of this addition comes from ML 1 for the case
n = 3; see [36] I.7 (in loc. cit., this property is called infinitesimal linearity).

The formulae for inclusions incli : D→ D(n) likewise describe inclusions
incli : D→ Dn. For the case n = 2, we have

ML 2. If τ : D2→M has τ ◦ incl1 = τ ◦ incl2 = τ(0,0), then there exists a
unique t : D→M such that τ(d1,d2) = t(d1 ·d2) for all (d1,d2) ∈ D2.

The construction in (4.9.1) of Lie bracket of vector fields on M depends on
ML 2; see [36] I.9, where ML 2 is called “Property W” (“W” for “Wraith”).

ML 3. If f : D(n)×D(n)→M is symmetric, i.e. f (u,v) = f (v,u) , there is a
unique F : D2(n)→M such that f (u,v) = F(u+v) for all (u,v)∈D(n)×D(n).

There is a natural generalization to more than two factors. It is called “sym-
metric functions property” in [36] I.4.

The strong difference construction considered for manifolds in Remark 2.1.9,
in Proposition 4.9.1, and in Section 5.5, is available in any space M which sat-
isfies the following instance of the microlinearity scheme. To formulate it, we
need to consider a new infinitesimal object, classically denoted D2 ∨D ⊆ D3

([57], [70] Chapter 3): it is described by

{(d1,d2,e) ∈ D3 | d1 · e = d2 · e = 0}.

There are two inclusion maps φ and ψ from D2 into D2 ∨D: φ(d1,d2) =
(d1,d2,0) and ψ(d1,d2) = (d1,d2,d1 ·d2). There is also the inclusion ε : D→
D2∨D given by ε(d) = (0,0,d).

ML 4. If τi : D2→M (i = 1,2) agree on D(2) ⊆ D2, there exists a unique
T : D2∨D→M such that

T ◦φ = τ1 and T ◦ψ = τ2.

ML4’. If τ : D2 → M and t : D→ M have τ(0,0) = t(0), there exists a
unique T : D2∨D→M such that

T ◦φ = τ and T ◦ ε = t.

If τ1 and τ2 are maps D×D→ M, and if they agree on D(2) ⊆ D×D, the

strong difference τ2
�
− τ1 is then constructed as T ◦ ε , with T as in ML 4.
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9.5 Linear algebra over local rings; Grassmannians

Since the naive way of reasoning only is sound for interpretation in toposes if
it proceeds according to intuitionistic/constructive logic (e.g. proceeds without
using the law of excluded middle, or proof by contradiction), some standard
issues, say of linear algebra, have to be dealt with carefully. Also, the basic
ring of the axiomatics of SDG cannot be assumed to be a field in the sense that
“for all x ∈ R, either x is 0 or x is invertible”.† We develop here the needed
fragment of linear algebra over a local ring R, proceeding constructively.

Definition 9.5.1 A commutative ring R is called local if whenever x1, . . . ,xn ∈R
are elements in R with ∑xi invertible, then at least one of the xis is invertible.
(Also ¬(0 = 1) is required.)

In the following, R is assumed to be a local ring.

Definition 9.5.2 A vector x = (x1, . . . ,xn) ∈ Rn is called proper if at least one
of its entries xi is invertible.

Proposition 9.5.3 Let f : Rn→ Rm be a linear map. If x ∈ Rn has the property
that f (x) is proper, then x is proper.

Proof. The linear map f is given by an m×n matrix [ai j]. The ith coordinate
of f (x) is ∑ j ai jx j. For some i, this is invertible, since f (x) is proper. But if
∑ j ai jx j is invertible, one of the terms, say ai jx j is invertible, by localness of
R. But this implies that x j is invertible, so we conclude that x is proper.

Corollary 9.5.4 If g : Rn→ Rn is a linear isomorphism, and x ∈ Rn is proper,
then so is g(x).

Proof. Apply the Proposition with f = g−1.

It follows that the notion of properness of vectors is invariant under the group
GL(n,R), and so makes sense for any n-dimensional vector space (= R-module
isomorphic to Rn).

An n-tuple of vectors v1, . . . ,vn in a vector space (R-module) V gives rise to
a linear map Rn→ V , namely (t1, . . . , tn) 7→ ∑i ti · vi. The image of this map is
the span of the vectors v1, . . . ,vn, and the n-tuple is called linearly independent
if the map is injective. The n-tuple is called a basis for V if the map is an

† However, R may be assumed to be a field in the sense that “for all x ∈ R, if x 6= 0, then x is
invertible”; these two field notions are not equivalent in constructive logic.
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isomorphism, i.e. if the vectors are independent and span V . Clearly, a vector
space is finite dimensional iff it admits some basis.

Proposition 9.5.5 Assume v ∈V is a member of an (n-element) basis for V (so
V is necessarily finite dimensional). Then v is a proper vector in V .

Proof. It suffices to see this for the case where V = Rn. Then the assumed
basis of which v is a member (say, the first member) defines a linear isomor-
phism Rn→ Rn, equivalently, an invertible matrix [ai j], and its first column is
v. So it suffices to see that in an invertible n× n matrix, the first column is
a proper vector in Rn (in fact, every column is proper). For since [ai j] is an
invertible n× n-matrix, its determinant is invertible, i.e. (with σ ranging over
the n! permutations of {1, . . .n}) ∑σ ±Πn

j=1aσ( j) j is invertible. By localness of
R, one of the terms in this sum, say the one corresponding to the permutation
σ , is invertible. But if the product Πn

j=1aσ( j) j is invertible, then so are all its
factors, in particular the factor corresponding to j = 1; so aσ(1)1 is invertible,
proving that the first column in [ai j] is a proper vector in Rn.

Let V be a vector space equipped with a bilinear form 〈−,−〉 : V ×V → R.

Definition 9.5.6 An n-tuple of vectors v1, . . . ,vn in V is called orthogonal if
〈vi,v j〉 = 0 for i 6= j, and is invertible for i = j. If furthermore, more particu-
larly, 〈vi,vi〉= 1 for all i, the n-tuple is called orthonormal.

It is clear that to say that v1, . . . ,vn in V is an orthonormal basis in V is
tantamount to saying that the linear isomorphism Rn → V to which it gives
rise, is an isometry, i.e. that it takes the standard bilinear form ∑xiyi on Rn to
the given bilinear form on V .

Definition 9.5.7 A vector v such that 〈v,v〉 = 1 is called a unit vector. To
normalize a vector v means to find a scalar λ ∈ R such that λ · v is a unit
vector.

Unit vectors, more generally, vectors that can be normalized, are necessarily
proper. It does not follow, conversely, that all proper vectors can be normal-
ized. It is easy to see that if v can be normalized, then 〈v,v〉 is invertible, in fact
has an invertible square root. (A square root of an element b ∈ R is an element
c so that c2 = b, of course.)

Proposition 9.5.8 If v1, . . . ,vn is an orthogonal set in V , then it is linearly
independent.
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Proof. Consider the linear map Rn → V given, as above, by (t1, . . . , tn) 7→
∑ ti · vi. To see that it is injective, it is enough to see that if ∑ tivi = 0, then all
the tis are 0. To see for instance that t1 = 0, we note

0 = 〈v1,0〉= 〈v1,∑ tivi〉

= ∑ ti〈v1,vi〉= t1〈v1,v1〉,

the last using the orthogonality condition for the vis. Since 〈v1,v1〉 is invertible,
we conclude t1 = 0.

A local ring R is called a formally real local ring if it satisfies: whenever
one of x1, . . . ,xn is invertible, then the square sum ∑x2

i is invertible.

It is easy to see that for a formally real local ring R, the subset R+ of R, con-
sisting of all invertible elements of the form ∑x2

i is stable under addition and
multiplication in R. Also 1,2,3, . . . all belong to R+ and hence are invertible,
so that a formally real local ring automatically is a Q-algebra.

Exercise 9.5.9 Let R be a formally real local ring. Let C = R×R be equipped
with the multiplication (a,b) · (a′,b′) := (aa′− bb′,ab′+ a′b) (so “C = R[i]”,
the “complex numbers over R”). Then C is local, but not formally real.

Exercise 9.5.10 Let a ∈ R be an invertible element in a local ring R. If both a
and −a have square roots, then R is not formally real.

Exercise 9.5.11 Let R be a local ring in which 2 is invertible. 1) If b is an
invertible element in R, then either b+c or b−c is invertible. 2) Assume a∈ R
is invertible, and that b2 = c2 = a. Then either b = c or b =−c.

So an invertible element in a local ring (in which 2 is invertible) can have at
most two square roots.

Definition 9.5.12 An inner product space is a finite dimensional vector space
V , equipped with a symmetric bilinear 〈−,−〉 : V ×V → R, such that for every
proper vector v ∈V , 〈v,v〉 is invertible and has a square root.

The following terminology is from [36], III.2. The motivation for the name
is that the length of the hypotenuse in a right triangle by Pythagoras Theorem
is calculated as

√
a2 +b2.

Definition 9.5.13 A commutative ring R is called Pythagorean if it is formally
real local, and if all invertible square sums have square roots.
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In a Pythagorean ring, one says that an element a ∈ R is positive if it is
invertible and has a square root (which then necessarily is invertible). It is
easy to prove that the set of positive elements in R is stable under addition,
multiplication, and multiplicative inversion.

If R is Pythagorean, then Rn (for each n), with its standard bilinear form
x,y 7→ ∑xiyi, is an inner-product space.

Assuming that R is Pythagorean:

Theorem 9.5.14 (Gram-Schmidt) If V is an n-dimensional inner product
space, then V is isometric to Rn (Rn with its standard bilinear form).

Proof. An isometry Rn→V is tantamount to an orthonormal basis in V . Now
any basis in V can by the Gram-Schmidt process be converted into an orthog-
onal basis; this only uses that for proper vectors v ∈V , 〈v,v〉 is invertible. This
orthogonal basis can then be normalized, using scalars of the form

√
〈v,v〉,

and the existence of such square roots is part of the assumption that V is an
inner-product space.

Remark 9.5.15 A symmetric bilinear form V ×V → R making V into an inner
product space is often said to be positive definite. We have refrained from
considering positivity as an extra structure on the ring R. In case there is a
(strict) positivity notion “> 0” on R, with all positive elements invertible and
possessing square roots, then one may replace the notion of inner product space
V , as given here, by the assumption that 〈a,a〉> 0 for all proper a ∈V .

Such a positivity notion can be obtained from the algebraic structure of R, if
R (assumed formally real local) satisfies: for every invertible a ∈ R, either a or
−a has a square root. (They cannot both have square roots, since R is formally
real.) The theory of formally real local rings with this property is a geometric
and ε-stable theory, in the sense of [36] III.2.

Some classical manifolds

We consider here just the Stiefel and Grassmann manifolds. Until we have in-
dicated in which sense they are manifolds, we call them just Stiefel and Grass-
mann spaces.

Let R be a local ring. Let 1≤ k≤ n be integers, and let p denote the binomial
coefficient (n,k). There is a canonical map g : Rk·n → Rp; it associates to
x ∈ Rk·n the p-tuple of k× k subdeterminants of x (where we view elements in
Rk·n as k×n matrices). The Stiefel space V (k,n) is the set of those x∈Rk·n such
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that g(x) is a proper vector. To say that g(x) is a proper vector is equivalent to
saying that at least one of the k× k subdeterminants of x is invertible. For H a
k-element subset of {1, . . . ,n}, we let QH ⊆V (k,n) be the subset consisting of
those x such that the subdeterminant corresponding to H is invertible.

The set V (k,k) equals GL(k), the group of invertible k× k matrices over R.
This group acts on the left on V (k,n) by matrix multiplication. The action
restricts to an action on each QH . These actions are free. From exactness
properties of the category of sets, (or in fact of any exact category, and in
particular, of any topos), it follows that we, for each H, have the following
diagram with exact rows (kernel pair/coequalizer) and with the two left hand
squares both being pull-backs:

GL(k)×QH
-
- QH - QH/GL(k)

GL(k)×V (k,n)
?

?

-- V (k,n)
?

?

- V (k,n)/GL(k)
?

(9.5.1)

where the parallel arrows in the top row, as well as in the bottom row, are
projection and GL(k)-action, respectively.

Because of one of the more sophisticated exactness properties of exact cat-
egories (see e.g. [3] p. 73), it follows that the right hand square is a pull-back
as well; and because of the middle vertical map is monic, then so is the right
hand vertical map.

The set V (k,n)/GL(k) is the Grassmann space of k-planes in Rn. – It is
easy to see that the sets QH/GL(k) may in fact be identified with Rk·(n−k); if
for instance H = {1, . . . ,k}, a k× (n− k) matrix y gives rise to a matrix x in
QH , namely by concatenating the identity k× k matrix and y, and modulo the
GL(k)-action, every matrix in QH comes about this way.

9.6 Topology

The very definition of what a manifold is requires a notion of open inclusion
map. We do not want to describe when an individual inclusion map is open, but
rather describe how the class of open maps should behave inside the category
(topos) E in which we work. This behaviour may be described axiomatically,
by requiring suitable stability properties of the class. One such axiomatization,
due to Joyal, axiomatizes rather a class of (not necessarily monic) maps called
étale maps; the open inclusions are then defined to be the monic étale maps.
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The Joyal axiomatization is reproduced in [36] I.19 (i)-(vii) ; Axiom (ii) says
for instance that the pull back of an étale map along any map is étale.

A class satisfying these axioms is called an étaleness notion or an openness
notion.

Under the assumption that all infinitesimal spaces D′ are atoms, one can in
naive terms define a notion (cf. [36] I.17) of formally étale map , which satisfies
the Joyal axioms, cf. [36] I.19. The formally open maps are then defined as the
monic formally étale maps.

We shall not elaborate much on these issues, but refer to [36] I.17 and I.19;
we shall, however, show that the Grassmannian spaces, as described in Section
9.5, are manifolds, for the Zariski notion to be described. We shall need the
following properties which any étaleness notion has. Let R denote the class of
étale maps. Then

(i) R is closed under composition and contains all isomorphisms
(ii) R is stable under pull backs
(iii) R is stable under descent along epics, meaning that if we have a pull

back
. - .

.

v

?
g
- .

u

?

and g is epic, then v ∈R implies u ∈R.
(iv) If Ui ⊆ V is a family of open inclusions, then the their union

⋃
Ui ⊆ V

is open.
(The properties (i)-(iii) are part of the axioms for étaleness notions; (iv) is a

consequence.)
There is a smallest étaleness notion R for which Inv(R)⊆ R is open (where

Inv(R) = R∗ ⊆ R is the space of elements having a multiplicative inverse.) It
is called the Zariski notion. If U ⊆ V is open in the Zariski sense, it is also
formally open.

Then it follows that the following inclusions, used in the construction of the
Grassmann spaces, are Zariski open: first, Inv(R) ⊆ R is open. Secondly, for
each i = 1, . . . , p, the subspace of Rp, consisting of (x1, . . . ,xp) ∈ Rp with xi

invertible, is open, since it comes about from Inv(R) by pulling back along
proji : Rp→ R. Thirdly, the subset of Rp, consisting of proper vectors, is open,
since it is a union of the p open subsets of Rp just considered. Fourthly, the
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Stiefel space V (k,n)⊆ Rk·n is open, since it comes about by pulling the set of
proper vectors in Rp back along the map g : Rk·n→ Rp (where p = (k,n)).

Being an open subset of Rk·n, the Stiefel space V (k,n) is therefore a mani-
fold.

For the Grassmann space, we first note that QH ⊆V (k,n) is open: it comes
by pulling Inv(R) back along the projection corresponding to H ∈ (n,k). Since
the right hand square in (9.5.1) is a pull-back and V (k,n)→ V (k,n)/GL(k)
is epic, it follows from the descent axiom (iii) that the monic QH/GL(k)→
V (k,n)/GL(k) is open. Since the union of the QHs is V (k,n) it follows that
the union of the QH/GL(k) is V (k,n)/GL(k). Finally, we have bijections
QH/GL(k)∼= Rk·(n−k). So they provide a (finite) atlas showing that V (k,n)/GL(k)
is a manifold of dimension k · (n− k).

We need to have a notion of when a space is connected. For definiteness, we
use this in the sense of path connected. To define this, we define the notion of
a piecewise path in a space M.

Definition 9.6.1 A piecewise path γ in M is a finite sequence of paths γi : R→M
(i = 1, . . . ,n), such that

γ1(1) = γ2(0),γ2(1) = γ3(0), . . . ,γn−1(1) = γn(0).

We say that such γ is a piecewise path from the point γ1(0) to the point γn(1),
or that γ connects these two points.

Definition 9.6.2 A space is path connected if any two points in it can be con-
nected by a piecewise path.

It is clear that R itself is path connected.

Remark 9.6.3 The notion of path connected is formulated in the naive lan-
guage. To the extent that the notion of open inclusion is also naively formu-
lated, one has also a naive topological notion of connectedness of M: “any
equivalence relation on M with open equivalence classes is trivial”. For the
(naive) notion of formally open, the line R is not connected in this topological
sense: the relation “x ≡ y if x− y is nilpotent” has formally open equivalence
classes, none of which exhaust R. (In fact, the equivalence classes for ≡ are
the cosets of the subgroup D∞ of (R,+); this subgroup is formally open in R.)

If the openness notion is such that R is connected in the topological sense,
then any path connected space is connected in the topological sense.

From (path-) connectedness of R, path connectedness of many other spaces
easily follows; we list a few:
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Proposition 9.6.4 The space Rn is connected. The space D(n) ⊆ Rn is con-
nected. If x ∈ M (M a manifold), the monad M(x) is connected. Any linear
subset of a monad is connected.

(Note that any linear subset of any monad in a manifold is isomorphic to some
D(n).)

A map f : M→ N between manifolds is a submersion at x ∈ M if f maps
M(x) ⊆M surjectively to M( f (x)) ⊆ N. And f is a submersion if it is so at
every x ∈M.

The following is a non-trivial “infinitesimal-to-local” result, whose validity
depends on the notion of “open”, and, of course, on the model under consider-
ation.

Theorem 9.6.5 (Open Image Theorem) The image of a submersion f : M→
N between manifolds is an open subset of N.

(At a certain point, we need a slightly stronger notion: we say that f : M→N
is a submersion at x ∈M in the strong sense if for any k and for any infinitesi-
mal k-simplex in N, say (y0, . . . ,yk) with y0 = f (x), there exists an infinitesimal
k-simplex in M with first vertex x, and mapping by f to the given k-simplex
in N. The case k = 1 is the case considered previously. Under the assump-
tion of a suitable implicit function theorem, the two notions of submersion are
equivalent.)

A Lie group is a manifold with a group structure. The following is now a
standard argument (assuming that path connected implies topologically con-
nected):

Proposition 9.6.6 Let i : H→G be a group homomorphism between Lie groups,
and assume that G is path connected. If i is a submersion at the neutral element
e ∈ H, then i is surjective.

Proof. From the algebraic properties of i, it is easy to see that i is in fact a
submersion at every x∈H. Thus by Open Image Theorem, its image is an open
subset of G, and from the algebraic properties of i, this image is a subgroup of
G. So i(H) ⊆ G is an open subgroup. Now a subgroup of a group G defines
an equivalence relation on G whose equivalence classes are the cosets of the
subgroup. In the present case, the openness of i(H) implies the openness of all
its cosets. By the connectedness of G, one of these cosets is all of G, and this
implies that i(H) itself is all of G.
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Corollary 9.6.7 (Linear sufficiency principle) Let H ⊆ G be a Lie group,
subgroup of a path connected Lie group G, and assume that MG(e) = MH(e).
Then H = G.

Proof. The assumption about the monads implies that the inclusion map H→
G is a submersion at e.

9.7 Polynomial maps

Let V and W be R-modules (with R a commutative ring). Then we have the
notion of linear (= R-linear) map, bilinear map V ×V →W , (= R-bilinear),
. . . , k-linear V k→W , etc.; 0-linear means “constant”. We also have the notion
of k-linear symmetric map.

Let Link(V,W ) denote the R-module of k-linear maps V k→W , and SLink(V,W )
the submodule of k-linear symmetric maps. If R contains the field Q of rational
numbers, which we shall henceforth assume, this submodule is a retract, i.e.
there is a canonical symmetrization procedure which to a k-linear φ : V k→W
associates 1

k! ∑σ φ ◦σ , where σ ranges over the set of permutations of {1, . . .k},
and also denotes the resulting V k→V k.

A k-linear φ : V k→W may be diagonalized into a map f : V →W ,

f (v) := φ(v, . . . ,v).

The diagonalization of a k-linear φ agrees with the diagonalization of its sym-
metrization.

We call a map f : V →W homogeneous of degree k if it appears as the di-
agonalization of some k-linear V k →W , or equivalently, if it appears as the
diagonalization of a k-linear symmetric V k →W . Sometimes, we say homo-
geneous in the strong sense, to distinguish it from Euler homogeneity; clearly
if f is k-homogeneous in the strong sense, then f has the Euler homogeneity
property: f (t · x) = tk · f (x) for all t ∈ R and x ∈ V ; the converse is not true
without some further assumptions. Theorem 1.4.1 is a converse, for k = 1.

It is clear that if f : V →W1 and g : V →W2 are homogeneous of degree
p and q, respectively, and if ∗ : W1×W2 →W3 is a bilinear map, then f ∗ g :
V →W3 is homogeneous of degree p+q. For if F : V p→W1 is a p-linear map
which witnesses p-homogeneity of f , and similarly G : V q →W2 witnesses
q-homogeneity of g, then the p+q-linear map V p+q→W3 given by

(v1, . . . ,vp+q) 7→ F(v1, . . . ,vp)∗G(vp+1, . . . ,gp+q)

diagonalizes to f ∗g.
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Thus, we have surjective linear maps

Link(V,W )
symm- SymLink(V,W )

δ- Homgk(V,W ), (9.7.1)

where Link(V,W ) denotes the module of k-linear maps, SymLink the module of
k-linear symmetric maps, Homgk(V,W ) the module of k-homogeneous maps,
and where symm and δ denote symmetrization and diagonalization, respec-
tively; the maps exhibited are linear.

We have in particular a surjective linear map

SymLink(V,R)
δ- Homgk(V,R). (9.7.2)

We say that the commutative ring R is polynomially faithful if for every
k = 1,2, . . ., it is the case that if a0,a1, . . . ,ak ∈ R are so that the function R→ R
given by t 7→ a0 + a1 · t + . . .+ ak · tk is constant 0, then all the ais are 0. In
standard commutative algebra, a sufficient condition that R be polynomially
faithful is that R is an infinite integral domain. The ring R studied in the present
book is not an integral domain, since it has a rich supply of nilpotent elements.
However, as we noted in Section 1.3, the KL axiom for the Dks implies that R
is polynomially faithful.

Theorem 9.7.1 Assume that R is polynomially faithful. Then the diagonaliza-
tion map exhibited in (9.7.2) is bijective.

Proof. By definition of Homgk, δ is surjective. To see that it is injective,
it suffices to see that its kernel is 0, i.e. we should prove that if a k-linear
symmetric φ : V k → R diagonalizes to the zero map, then φ itself is 0. This
comes by putting p = k in the following Lemma†.

Lemma 9.7.2 For every non-negative integer p, we have validity of the follow-
ing assertion: for any p-linear symmetric φ : V p→ R, if φ diagonalizes to 0,
then φ itself is 0.

Proof. This is by induction in p. The assertion is clearly valid if p = 0 or p = 1.
Assume that it is valid for p−1 (p≥ 2). Let φ be p-linear and symmetric, and
diagonalize to 0. Then for all u and v in V , and for all t ∈ R, we have

φ(u+ t · v, . . . ,u+ t · v) = 0.

We may expand by the binomial formula, using that φ is p-linear and symmet-

† essentially from [23] 9.7.
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ric, and we get (with the (p,k) denoting binomial coefficients)
p

∑
k=0

tk · (p,k) ·φ(u, . . . ,u,v, . . . ,v) = 0,

where u is written p− k times and v is written k times. For fixed u and v, the
left hand side is a polynomial R-valued function of t ∈ R. But coefficients in
polynomial functions R→ R are unique, by polynomial faithfulness, so all the
p+1 coefficients are 0; we conclude for each k that φ(u, . . . ,u,v, . . . ,v) = 0, in
particular, for k = 1:

φ(u, . . .u,v) = 0, (9.7.3)

with u written p−1 times. Now for fixed v ∈V , the function V p−1→ R given
by φ(−, . . . ,−,v) is symmetric p− 1-linear, and diagonalizes to 0 by (9.7.3),
hence by induction hypothesis,

φ(u1, . . . ,up−1,v) = 0

for all u1, . . . ,up−1. Since v was arbitrary, we conclude that φ itself is the zero
map V p→ R. This gives the induction step, and hence the Lemma is proved.

An R-module V is called a finite dimensional vector space over R if it is
linearly isomorphic to some Rn. If V is finite dimensional, any linear g :V →W
is of the form g(x) = ∑ j γ j(x) ·w j with γ j : V → R linear, and w j ∈W . For, V
is free on some finite basis, and then the γ j may be taken to be the elements in
the dual basis. Succinctly,

Lin(V,W )∼= Lin(V,R)⊗R W,

where Lin(V,W ) denotes the R-module of R-linear maps from V to W , and
similarly for Lin(V,R).

More generally:

Proposition 9.7.3 Assume that V is a finite dimensional vector space. Then
a map f : V →W is homogeneous of degree k iff it can be written f (x) =
∑ j ψ j(x) ·w j (finite sum) with each ψ j : V → R homogeneous of degree k, and
w j ∈W.

Proof. This follows because k-linear maps out of V k are given by linear maps
out of ⊗kV (k-fold tensor product), and because ⊗kV is a finite dimensional
vector space, hence a free R-module on a finite set. Succinctly:

Homgk(V,W )∼= Homgk(V,R)⊗R W.

A polynomial map V →W (where V is finite dimensional) can be written
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uniquely as a sum of its homogeneous components. For polynomial maps
V → R, this follows by an explicit description of polynomial maps Rn→ R in
terms of formal polynomials. For polynomial maps V →W , it follows from
the case W = R, by the sequence of natural isomorphisms

Pol≤k(V,W )∼= Pol≤k(V,R)⊗R W
∼=
(
⊕iHomgi(V,R)

)
⊗R W

∼=⊕i
(
Homgi(V,R)⊗R W

)
∼=⊕iHomgi(V,W ).

9.8 The complex of singular cubes

In this Section, we place ourselves in the context of smooth manifolds, to be
specific (everything applies equally well in the context of topological spaces,
say). So all maps mentioned are smooth. The content is probably not new; it
is formulated in completely classical terms.

For a manifold M, we consider “singular k-cubes in M”; by this is usually
meant maps Ik → M, where I = {x ∈ R | 0 ≤ x ≤ 1}; however, to simplify
things, we do not want to consider a partial order ≤ on the number line R
(hence there is no such ting as the unit interval I); we prefer to define singular
cubes as maps Rk→M. The set of these is denoted S[k](M).

As k ranges, the sets S[k](M) form a cubical complex, which we denote
S[•](M). It has face- and degeneracy maps; it has a symmetry structure: the
symmetric group in k letters acts on S[k](M), by an action induced by permuta-
tion of the coordinates of Rk; it also has a “reversion” structure [22], which we
shall not need here (although it is important in [55]). Finally, it has a subdivi-
sion structure. All the structures mentioned here are induced by certain affine
maps Rk→ Rl , and this is crucial for the applications here.

The face maps ∂ α
i : S[k](M)→ S[k−1](M) (α = 0 or 1, i = 1, . . . ,k) are in-

duced by the affine maps δ α
i : Rk−1→ Rk given by

δ
α
i (t1, . . . , tk−1) = (t1, . . . ,α, . . . , tk−1)

with α inserted as ith coordinate. Then for a singular γ : Rk→M, ∂ α
i (γ) := γ ◦

δ α
i . The degeneracy operators are similarly precomposition by the projection

maps Rk→ Rk−1; we don’t need to be more specific here.
We do, however, need to be specific about the notion of subdivision. First,

for any a,b ∈ R, we have an affine map R→ R, denoted [a,b] : R→ R; it is the
unique affine map sending 0 to a and 1 to b, and is given by t 7→ (1−t) ·a+t ·b.
Precomposition with it, γ 7→ γ ◦ [a,b] defines an operator S[1](M)→ S[1](M)
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which we denote | [a,b], and we let it operate on the right, thus

γ | [a,b] := γ ◦ [a,b].

Heuristically, it represents the restriction of γ to the interval [a,b]. Note that
γ = γ | [0,1], since [0,1] : R→ R is the identity map.

More generally, for ai,bi ∈ R for i = 1, . . . ,k, we have the map

[a1,b1]× . . .× [ak,bk] : Rk→ Rk.

It induces by precomposition an operator S[k](M)→ S[k](M), which we simi-
larly denote γ 7→ γ | [a1,b1]× . . .× [ak,bk].

Given an index i = 1, . . . ,k, and a,b ∈ R. We use the abbreviated notation
[a,b]i for the map [0,1]× . . .× [a,b]× . . .× [0,1] with the [a,b] appearing in
the ith position; the corresponding operator is denoted γ 7→ γ |i [a,b]. Given
a,b and c ∈ R, and an index i = 1, . . . ,k, then we say that the ordered pair

γ |i [a,b], γ |i [b,c]

form a subdivision of γ |i [a,c] in the ith direction.
There are compatibilities between the subdivision relation and the face maps;

we shall record some of these relations. First, let us note that the maps δ α
i :

Rk−1 → Rk considered above for α = 0 or = 1, may be similarly defined for
any α = a ∈ R; namely

δ
a
i (t1, . . . , tk−1) = (t1, . . . , ti−1,a, ti, . . . , tk−1).

The corresponding S[k](M)→ S[k−1](M) we denote of course ∂ a
i . It is easy to

see that we have [a,b]i ◦ δ 0
i = δ a

i , and similarly [a,b]i ◦ δ 1
i = δ b

i , from which
follows, for any γ ∈ S[k](M), that

∂
0
i (γ |i [a,b]) = ∂

a
i (γ) and ∂

1
i (γ |i [a,b]) = ∂

b
i (γ). (9.8.1)

Also, for α = 0,1 (in fact for every α = a ∈ R) [a,b]i ◦δ α
j = δ α

j ◦ [a,b]i if i < j
and = δ α

j ◦ [a,b]i−1 if i > j, and from this follows, for any γ ∈ S[k](M), that

∂
α
j (γ |i [a,b]) = (∂ α

j (γ)) |i [a,b] for i < j (9.8.2)

and = (∂ α
j (γ)) |i−1 [a,b] for i > j.

Recall that an affine combination in a vector space is a linear combination
where the sum of the coefficients is 1. An affine space is a set E where one
may form affine combinations, and where these combinations satisfy the same
equations as those that are valid for affine combinations in vector spaces. An
affine map is a map preserving affine combinations. The vector space Rn is a
free affine space on n+1 generators. More concretely, given an n+1-tuple of
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points (x0,x1, . . . ,xn) in an affine space E, there is a unique affine map Rn→ E,
which we denote [x0,x1, . . . ,xn] with 0 7→ x0 and ei 7→ xi for i > 0, where e j is
the jth canonical basis vector e j ∈ Rn.

This map [x0,x1, . . . ,xn] is given by

(t1, . . . , tn) 7→ (1−∑ ti)x0 + t1x1 + . . .+ tnxn. (9.8.3)

(Recall from Section 2.1 that if the xis are mutual neighbours in a manifold,
then the affine combination used here likewise makes sense; and the map Rn→
M defined by it is denoted the same way, and has similar properties.)

An affine map between vector spaces is of the form: a constant plus a linear
map. This allows us to have a matrix calculus for affine maps between the
coordinate vector spaces Rn. Recall that a linear map f : Rn→ Rm is given by
an m×n matrix, and that composition of maps corresponds to matrix multipli-
cation. The jth column a j ∈ Rm of such matrix A is f (e j) (e j ∈ Rn).

An affine map Rn→ Rm may be given by an m× (1×n) matrix, where the
first column a0 ∈ Rm denotes the constant, and the remaining m× n matrix A
is the m×n matrix of the linear map. We display this “augmented” matrix in
the form ‖a0 | A‖ or ‖a0 | a1, . . . ,an‖ where as before a j ( j = 1, . . . ,n) is the
jth column of A.

With this notation, composition of affine maps corresponds to “semi-direct
matrix multiplication”:

‖a0 | A‖ · ‖b0 | B|= ‖a0 +A ·b0 | A ·B‖.

For E = Rm, the affine map [x0, . . . ,xn] : Rn → Rm considered above has
as augmented matrix the matrix ‖x0 | x1− x0, . . . ,xn− x0‖, and conversely, the
augmented matrix ‖x0 | a1, . . . ,an‖ defines the affine map [x0,x0 +a1, . . . ,x0 +
an].

Let us also give the augmented matrices for the affine maps δ α
i that were

used for defining the cubical face maps δ α
i : Rk−1 → Rk, α = 0 or 1, i =

1, . . . ,k:

δ
0
i = ‖0 | e1, . . . , î, . . . ,ek‖ (9.8.4)

(the e js here are the canonical basis vectors of Rk), and

δ
1
i = ‖ei | e1, . . . , î, . . . ,ek‖. (9.8.5)

With the matrix calculus for augmented matrices, we can calculate the cubical
faces of a singular k-cube in Rn of the form [x0,x1, . . . ,xk]; We may verify the
equations (2.8.1) and (2.8.2),

∂
0
i ([x0,x1, . . . ,xk]) = [x0,x1, . . . x̂i, . . . ,xk]
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and

∂
1
i ([x0,x1, . . . ,xk]) = [xi,x1− x0 + xi, . . . , î, . . . ,xk− x0 + xi].

(Note that the entries like xk − x0 + xi are affine combinations, so they also
make sense for points in an affine space E, and, in fact, if the points xi are
mutual neighbours, they make sense in a manifold; xk− x0 + xi is the fourth
vertex (opposite x0) of a parallelogram whose three other vertices are x0,xi and
xk.)

Among the affine maps [x0,x1, . . . ,xk] from Rk to Rk are the “axis-parallel
rectangular boxes”, for short: rectangles; they are those where xi−x0 (“the ith
side”) is of the form ti · ei where ei is the ith canonical basis vector. In matrix
terms, these are matrices of the form ‖x0 | T‖ where T is a diagonal matrix.
Let us spell out a subdivision for rectangles in matrix terms:

∥∥∥∥∥∥∥∥∥∥∥∥

x01 t1
...

. . .
x0i ti + si
...

. . .
x0k tk

∥∥∥∥∥∥∥∥∥∥∥∥
(9.8.6)

is subdivided in the ith direction into∥∥∥∥∥∥∥∥∥∥∥∥

x01 t1
...

. . .
x0i ti
...

. . .
x0k tk

∥∥∥∥∥∥∥∥∥∥∥∥
and

∥∥∥∥∥∥∥∥∥∥∥∥

x01 t1
...

. . .
x0i + ti si

...
. . .

x0k tk

∥∥∥∥∥∥∥∥∥∥∥∥
We invite the reader to spell out subdivisions of [x0,x1, . . . ,xk] explicitly, and

in particular to prove that [x0,x1, . . . ,x0, . . . ,xk] (with x0 appearing again in the
ith position) subdivides in the ith direction into two copies of itself.

The chain complexes of singular cubes

Out of the cubical complex S[•](M), we can manufacture a chain complex
C•(M) in the standard way. We let Ck(M) be the free abelian group gener-
ated by S[k](M). The boundary operator ∂ : Ck(M)→ Ck−1(M) is defined on
the generators γ ∈ S[k](M) by the standard formula (see e.g. [26] 8.3) with 2k
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terms

∂ (γ) :=
k

∑
i=1

(−1)i(
∂

0
i (γ)−∂

1
i (γ)

)
. (9.8.7)

We let Nk(M)⊆Ck(M) be the subgroup generated by

γ− γ
′− γ

′′

for all γ which are subdivided in some direction into γ ′ and γ ′′.

Proposition 9.8.1 The boundary operator ∂ : Ck(M)→Ck−1(M) maps Nk(M)
into Nk−1(M).

Proof. Assume γ is subdivided in the ith direction into γ ′ and γ ′′. By (9.8.2)
we have that, for j 6= i, ∂ α

j (γ) is subdivided, (in the ith direction, or in the
i−1th direction, according to whether j > i or j < i) into ∂ α

j (γ ′) and ∂ α
j (γ ′′);

the difference of these terms is in Nk−1. In ∂ (γ− γ ′− γ ′′) only remain the six
∂ α

i -terms. Omitting i from notation, these six terms are (plus or minus)

[∂ 0(γ)−∂
0(γ ′)−∂

0(γ ′′)]− [∂ 1(γ)−∂
1(γ ′)−∂

1(γ ′′)].

The two first terms in the left hand square bracket cancel by (9.8.1), and the
two outer terms in the last square bracket cancel for the same reason . So we
are left with ∂ 1(γ ′)− ∂ 0(γ ′′). This is 0, likewise by (9.8.1). This proves the
Proposition.

We have the cochain complex of R-valued cochains on the cubical complex
just described. A k-cochain on M is thus a map Φ : S[k](M)→R, or equivalently
an additive map Φ : Ck(M)→ R. Such cochains behave contravariantly, i.e.
given a map f : M′→M between manifolds and a cochain Φ on M, we get a
cochain f ∗(Φ) on M′.

Also, the (cubical) boundary operator ∂ : Ck+1(M)→Ck(M) gives rise to a
coboundary operator d from k-cochains to k +1-cochains.

A k-cochain Φ is said to satisfy the subdivision law if

Φ(γ) = Φ(γ ′)+Φ(γ ′′)

whenever a singular cube γ subdivides, in some direction, into γ ′ and γ ′′. This
is equivalent to saying that Φ : Ck(M)→ R kills Nk(M).

A k-cochain Φ is called alternating if Φ(γ ◦σ) = sign(σ) ·Φ(γ), for any
map σ : Rk→ Rk given by some permutation σ of the coordinates.

Definition 9.8.2 Consider a k-cochain, i.e. a map Φ : S[k](M)→ R. It is called
an observable (of dimension k) if it satisfies the subdivision law and is alter-
nating.
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(The term “observable”, I picked up from Meloni and Rogora [86], who
considered such functionals, for similar reasons as ours. The terminology can
be motivated by the idea that a (combinatorial) differential form is microscopic
(has infinitesimal values), whereas its integral exhibits its macroscopic, hence
observable, effect. Similar notions appear in Félix and Lavendhomme’s [19],
reproduced also in [70] 4.5.3.

Proposition 9.8.3 If Φ is an observable, then so is dΦ.

Proof. Since N•(M) is stable under the boundary operator, it follows that if
Φ satisfies the subdivision law, then so does dΦ. Next, for the alternating
property: It suffices to consider those permutations σi which interchange ith
and i+1st coordinate. We must prove that Φ(∂ (γ ◦σi)) =−Φ(∂ (γ)). Writing
∂ α

j (γ) in terms of its definition by the affine maps δ α
j : Rk→ Rk+1,

∂ (γ ◦σ) =
k+1

∑
j=1

(−1) j(
γ ◦σi ◦δ

0
j − γ ◦σi ◦δ

1
j
)
.

Now we need some relations between the σi and δ α
j . They can be found in

formula (29) (middle line) of [22]. Let us elaborate on the case i = 1, and
leave the remaining cases to the reader. For j ≥ 3, we have σ1 ◦δ α

j = δ α
j ◦σ1,

so when applying Φ, we get the required sign change. There remains the terms
j = 2 and j = 1. Here, the sign change occurs already at the level of the chain
complex: The j = 2-term of the chain ∂ (γ ◦σ1) is

(−1)2(
γ ◦σ1 ◦δ

0
2 − γ ◦σ1 ◦δ

1
2
)
;

now, by loc.cit. σ1 ◦δ α
2 = δ α

1 , so the j = 2 term in ∂ (γ ◦σ1) equals minus the
j = 1-term in ∂ (γ). Similarly, the j = 1-term in ∂ (γ ◦σ1) equals minus the
j = 2-term in ∂ (γ), because σ1 ◦δ α

1 = δ α
2 by loc.cit.

This proves the Proposition.

We thus have a cochain complex of observables; we don’t give it a name,
since it is isomorphic to the cochain complex of (cubical) differential forms,
see Section 3.4.

9.9 “Nullstellensatz” in multilinear algebra.
In classical terms (multilinear algebra over a field R of characteristic 0), this
Theorem says the following. Let V be an n dimensional vector space, and let
ωi : V → R be linearly independent linear maps (i = 1, . . . ,q); let U be the meet
of the null spaces of the ωis (so U in an n−q dimensional linear subspace of V ).
If now θ : V k → R is a k-linear alternating map which vanishes on Uk ⊆ V k,
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then θ belongs to the ideal generated by the ωis in the exterior algebra of
multilinear alternating functions on V .

In order not to get involved in how notions like “field” and “linear indepen-
dence” ramify in the context of SDG (where we cannot assume that R is a field,
and some logical laws, like the law of excluded middle, proof by contradiction
etc. have limited validity), we shall only prove a very special, totally coordina-
tized, case: it works for any commutative ring R. Also, we shall only consider
the case of k = 2, for simplicity of notation. It is the only case we need.

If α and β are linear maps V → R, we get a bilinear alternating map α ∧β :
V ×V → R,

(α ∧β )(v1,v2) := α(v1) ·β (v2)−α(v2) ·β (v1).

Consider V = Rn. Let proji : Rn → R be projection onto the ith factor (i =
1, . . . ,n). A pair x1,x2 of vectors in Rn defines a 2×n matrix x whose rows are
x1 and x2. For i < j,

(proji∧proj j)(x1,x2) = detx
i, j

where x
i, j

is the 2×2 matrix obtained from x by taking the ith and jth column.
Any bilinear alternating θ : Rn×Rn → R is a linear combination of such

proji∧proj j; more explicitly

θ = ∑
i< j

ci j ·proji∧proj j, (9.9.1)

where ci j = θ(ei,e j) (ei the ith canonical basis vector).
We consider the “vector space” (R-module) V = Rn, and we let ωi : Rn→ R

be projection proji to the ith factor (i = 1, . . . ,q). The meet U of the null spaces
of the ωis is then the subspace of coordinate vectors whose q first coordinates
are 0. –With these notations:

Proposition 9.9.1 Let θ : Rn×Rn → V be bilinear alternating, and assume
that θ(x1,x2) = 0 whenever x1 and x2 are in U. Then θ may be written

θ =
q

∑
i=1

ωi∧αi

for suitable linear αi : Rn→R (in other words, θ belongs to the ideal generated
by the ωis).

Proof. From the assumption, we see that θ(ei,e j) vanishes if both i and j are
> q. So in (9.9.1), ci j vanishes if q < i. The remaining terms are of the form
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ci j proji∧proj j with i≤ q; since proji = ωi for i≤ q, we thus have

θ = ∑
i≤q,i< j

ωi∧ ci j proj j .

so αi := ∑i< j ci j proj j will do the job.
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(1982), 347-362.
41 A. Kock, A combinatorial theory of connections, in “Mathematical Applications of

Category Theory”, Proceedings 1983 (ed. J. Gray), AMS Contemporary Math. 30
(1984), 132-144.

42 A. Kock, Combinatorics of non-holonomous jets, Czechoslovak Math. Journal 35
(1985), 419-428.

43 A. Kock, Convenient vector spaces embed into the Cahiers topos, Cahiers de Topolo-
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Géométrie Diff. 12 (1971), 197-212.
107 J.E. White, The method of iterated tangents with applications to local Riemannian

geometry, Pitman Press 1982.



Index

∼L, 264
∼k , 16
∼, 17
≈, 70
` (satisfaction), 278
`,a, (action), 176
1-form, 49
1-homogeneous in Euler sense, 28

abstract (co-) frame, 187
action on 1-monads, 46
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bundle theoretic differential operator, 244
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derivative, 106
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description, 277
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bundle, 212
differential graded algebra, 123
differential operator, 236, 244
differential operator along a map, 245
differentiatiating a path connection, 199
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dimension, 12
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discrete groupoid, 166
disembodied tangent vector, 82, 135
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distribution transverse to fibres, 79
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divergence, 267
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dot product, 253

dual numbers, 135

E , 7
edge symmetric double groupoid, 132
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Hadamard Lemma, 107
Hadamard remainder, 247
Hall’s identity, 134, 175
Hall’s identity (42 letters), 231
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homogeneous, 28
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independent set, 286
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infinitesimal transformation, 157
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inner product space, 288
integrable 1-form, 73
integrable affine connection, 65
integral, 107
integral set, 70
integrating a connection, 199
integrating factor, 73
intrinsic torsion, 54, 155
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isometry, 271, 287
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isotropic neighbours, 262
iterated integral, 108
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jet, 82
jet bundles, 81
jet groupoid, 167
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k-symbol, 237
k-whisker, 40

kinematic, 138
KL axiom, 9, 21
KL for an affine space, 137
KL vector space, 23
Kock-Lawvere axiom, 9
Kock-Lawvere axiom scheme, 8
Kripke-Joyal sematics, 277
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λ -parallelogram, 53
Laplace, 15
Laplace (-Beltrami) operator, 266
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left closed, 127
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left primitive, 127
Levi-Civita connection, 61, 254
Lie derivative, 180
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linear connection, 69
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linear sufficiency principle, 294
linearly independent, 286
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local ring, 286
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manifold, 37
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maximal rank, 125
meter, 48
metric, 83
metric tensor, 251
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mirror image, 45
M(k), 39
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monad, 39
motion, 137
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multilinear map classifier, 25

natural structure, 177
near-identity, 181



Index 313

neighbour, 39
neighbour relation ∼k , 16
neighbourhood of the diagonal, 39
non-degenerate bilinear form, 253
non-holonomous monad, 86
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partial differential equation, 80
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path, 109
path connected, 292
path connection, 198
path integration in groupoids, 197
Peiffer identity, 132
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point reflection, 256
pointwise generated, 124
polynomially faithful, 22, 295
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positive definite, 254
positive definite form, 289
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pregroup, 61
pregroupoid, 188
primitive, 50
principal bundle, 187
principal connection, 189
principal groupoid, 187
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product rule, 21
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proper vector, 286
pseudo-Riemannian metric/manifold, 253
pull back of a connection, 173
Pythagorean, 288
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quadratic differential form, 250

R, 7
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reduction of principal bundle/groupoid, 188
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restriction functor, 167
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Riemannian connection, 61
Riemannian manifold, 254
right, 126
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scalar integrals, 107
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second order exponential map, 144
section, 85
section jet, 85
self-conjugate, 54
S(E→M), 167
semidirect product, 217
set, 7
sheaf theoretic differential operator, 246
shuffle, 153
simple cancellation principle, 23
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simplicial complex, 89
simplicial differential form, 93
simplicial set, 89
singular cube, 89
site, 281
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slice category, 273
small groupoid, 165
soft vector bundle, 246
solder form, 155
source, 82
space, 7
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square distance, 250
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standard bilinear form, 253
standard coordinatized situation, 8
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Stiefel manifold, 289
strong difference, 47, 285
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symmetric affine connection, 53
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tangent bundle, 136
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target, 82
Taylor expansion, 29
Taylor principle, 29
tensor bundle, 178
tensorial bundle, 177
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topos, 275
topos semantics, 277
torsion, 54
torsion form, 155
torsion free, 53
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totally an-holonomic distribution, 78
transport, 59, 66
transverse to fibres, 79
trivial connection, 131
trivialization, 177
trivialization of a groupoid, 195
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underlying graph, 169
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vector bundle, 69, 139
vector field, 146, 157
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Weil algebra, 284
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